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Early Phase Performance Driven Design 

Assistance Using Generative Models 

Abstract 

Form-finding in the current performance-driven design methodology of architectural design is 

typically formulated as a design optimization problem. Although effective in engineering or late-

stage design problems, optimization is not suitable for the exploratory design phase due to the 

time intensity and cognitive load associated with the processes involved in the formulation and 

solution of optimization problems. The iterative, diverging nature of early-phase design is 

incompatible with the i) cognitive load of parametric modeling and its limited affordances for 

conceptual changes, ii) time and resource intensity of simulations, iii) interpretability of 

optimization results. 

This thesis suggests a framework for generating optimal performance geometries within an 

intuitive and interactive modeling environment in real-time. The framework includes the 

preparation of a synthetic dataset, modeling its probability distribution using generative models, 

and sampling the learned distribution under given constraints. The several components are 

elaborated through a case study of building form optimization for passive solar gain in Boston, 

MA, for a wide range of plot shapes and surroundings. Apart from the overall framework, this 

thesis contributes a series of methods that enable its implementation.  A geometric system of 

orientable cuboids is introduced as a generalizable, granular modeling vocabulary. A method for 
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efficient boundary condition sampling is suggested for the dataset preparation. A Variational 

Autoencoder (VAE) is extended for performance-aware geometry generation using performance-

related loss functions. A series of techniques inspired by the data-imputation literature is 

introduced to generate optimal geometries under constraints. Last, a prototype is presented that 

demonstrates the abilities of a system based on the suggested framework. 
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1. Introduction 

During the building design process, an architect has to reconcile several qualitative and 

quantitative objectives. Performance-driven design aims to assist in meeting the quantifiable 

goals related to a building’s performance. To maximize its impact, the performance-driven design 

methodology needs to be applied starting from the early design phase1.  

In performance-driven design, optimization has been the dominant paradigm to assist the search 

for the best-performing solutions in a predefined design space. Contrary to its original purpose 

as a precise problem-solving tool, optimization has been increasingly gaining traction as an 

exploratory tool in the early design phase (Bradner et al., 2014; L. Caldas, 2001; Evins, 2013; 

Mueller & Ochsendorf, 2015; Nagy et al., 2017; Z. Tian et al., 2018; Turrin et al., 2011). However, 

outside of the research field, the use of optimization in the early design phase has been limited 

for reasons that relate to i) the nature of parametric models, ii) time and resource intensity of 

simulations, iii) interpretability of results. 

The design process can be seen as consisting of three operations:  formulation of design goals, 

production of alternative designs, and evaluation of their compliance with the defined goals 

 

1 Paulson and MacLeamy have both elaborated on the impact of changes along the different phases of design 

(Paulson Jr, 1976; Gertraud Breitkopf, et al., 2004). Similarly, Morbitzer argues that simulation should be used 

throughout the design process (Morbitzer, 2003). 
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(Carrara et al., 1991). These operations relate in a non-linear way and may be updated through 

multiple iterations. Notably, the problem definition is not fixed but co-evolves with the solution 

(Dorst & Cross, 2001). In particular, the early design phase is a divergent, exploratory process, 

characterized by quick iteration. On the other hand, optimization operates on a specific design 

parametrization, evaluates performance using simulation, and produces results that may need 

to be further analyzed. 

First, even though parametric models are widely adopted in architecture, their applicability in 

the early design phase has been questioned. Parametric modeling is a process foreign to 

traditional design; it requires a significant cognitive investment in creating abstractions more akin 

to mathematical thinking or software engineering practice (Bradner et al., 2014). Creating 

parametric models for the purpose of design exploration can be particularly challenging (Brown 

& Mueller, 2019) for reasons related both to parameter selection and a model’s expressive 

power. In fact, design optimization using a single all-encompassing model has been deemed 

problematic (Holzer et al., 2007), as parametric models can only afford limited changes before 

breaking (Davis, 2013). Various frameworks have been suggested to assist (D. Yang et al., 2017) 

or automate (Brown & Mueller, 2019) design parameter identification for performance-driven 

design exploration, and there is ongoing research toward automated parametric graph 

generation (J. E. Harding & Shepherd, 2017; Toulkeridou, 2019). Nevertheless, optimization is 

bounded by the parameters and variable ranges of a fixed parametric model fitted within a single 

design concept.  

Another major limitation for applying optimization in architecture is the time intensity of the 

processes involved (Attia et al., 2013; Z. Tian et al., 2018; Wortmann et al., 2015; S.-H. E. Lin & 
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Gerber, 2014; Soares et al., 2017). Environmental or structural simulations can be 

computationally expensive. Combined with an optimization process that employs a stochastic 

search method, such as evolutionary algorithms, the calculation time increases by multiple 

orders of magnitude. In the early design phase, where it is essential to quickly consider multiple 

design alternatives, the slow optimization speed disrupts the exploratory process. 

Finally, when interpreting multi-objective optimization results, architects can have difficulties 

understanding the solution space (Ashour, 2015). Optimization returns a set of high-performing 

solutions with corresponding performances; however, the connection between design 

parameters and performance tradeoffs is not always apparent (Wortmann & Schroepfer, 2019), 

offering little intuition to the designer.  Furthermore, a large, unstructured set of solutions can 

be hard to understand and makes selection difficult. Multivariate data visualization (Wortmann, 

2017b) and post-processing techniques such as clustering (Sileryte et al., 2016; Wortmann & 

Schroepfer, 2019) and dimensionality reduction (J. Harding, 2016; Sileryte et al., 2016; D. Yang et 

al., 2017) have been suggested to facilitate this task.  

This thesis aims to provide a framework for early phase performance-driven design assistance 

through the interactive recommendation of optimal geometries. The objective is to enable a 

system that generates optimal geometry suggestions in a way that is: 

i) responsive: the system should be able to interactively adapt to any changes introduced 

by the designer, and the interaction should be real-time, 

ii) intuitive:  both the problem setup process and the acquisition of the results should be 

supported in an intuitive way, 
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iii) comprehensible: the generated solutions should be presented and structured in a way 

that promotes an understanding of cause and effect between geometry form and 

performance. 

This research introduces a novel method for interactively generating optimally performing 

geometries in real-time without the need for parametrization. A generative model learns the data 

distribution of optimal geometries for a range of problems and design spaces using a synthetic 

dataset. Optimal geometries for specific problems and with the desired performance 

characteristics can then be generated by navigating the learned latent space. The framework 

presented includes the preparation of a synthetic dataset, modeling its probability distribution 

using generative models, and sampling the learned distribution under given constraints.  

Chapter 2 first reviews existing paradigms of performance-driven design assistance with an 

emphasis on the early design phase, then focuses on the uses of machine learning methods in 

performance-driven design.  Building simulation, sensitivity analysis, and optimization are 

identified as progressively interdependent processes with an incremental degree of suggestive 

power. Uses of meta-models and machine learning in performance-driven design are discussed. 

Last, generative models in architectural design are reviewed.  

Chapter 3 elaborates on the framework and methods presented in this work. First, it introduces 

generative models for performance-driven design. Then, it defines a specific design problem of 

building form optimization for passive solar gain in Boston, MA, as a case study that enables the 

detailed development of the framework’s several components. 
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Chapter 4 details the synthetic data generation process. It presents a series of bottom-up, 

granular, interactable geometric systems targeting the problem of optimal passive solar gain. It 

introduces the simulation environment and specifies the performance goals. It defines the range 

of boundary conditions and discusses the sampling strategies used. Last, it presents the different 

dataset versions produced and evaluates the final results. 

Chapter 5 introduces a performance-aware generative model in the form of a 3d, multi-channel 

Variational Autoencoder. Loss functions for the various data types in the training set are 

presented, and performance-specific loss functions are introduced. Aspects of the model training 

are evaluated. 

Chapter 6 leverages the trained VAE to generate optimal geometries or geometry completions 

for specific boundary conditions. A series of sampling techniques inspired by the data imputation 

literature is introduced. The structure of the latent space and the continuous and differentiable 

nature of the VAE-generative model is leveraged to create performance-oriented geometry 

modifiers. 

Chapter 7 presents a prototype that implements the methods of Chapter 6 to demonstrate and 

test the abilities of a system based on the suggested framework. 

Finally, Chapter 8 concludes the thesis by discussing the results of this work, identifying areas for 

future research, and enumerating the main contributions. 
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2. Literature Review 

This chapter begins by introducing the three main paradigms in performance-driven design: 

simulation, sensitivity analysis, and optimization, and discusses their role in the early design 

phase by reviewing recent work in each area. Then, it introduces meta-models through research 

that demonstrates how they enhance and augment the three performance-driven design 

paradigms. Next, it discusses recent work that addresses performance-driven design in ways that 

relate to but do not strictly fit in the main paradigms above. Last, it introduces Generative 

Adversarial Networks (GANs) and briefly reviews their uses in performance-driven design and 

form generation. 

2.1. Simulations 

Simulations form the basis of performance-driven design. However, during the first decades of 

building simulation software development, they were only used to verify complete designs 

(Morbitzer, 2003), which meant little to no involvement in the design process. If a design was 

later found to be inefficient, there was little space for changes, as significant design changes 

would be cost and time prohibitive. Some of the early research on building simulation in the 

architectural community focused on the problems of data integration (Augenbroe, 1994), 

comprehensive simulation-based analysis (Mahdavi, 1996), and collaborative aspects of 

performance simulation (Primikiri & Malkawi, 2001). Nevertheless,  up to 2011, only 40 out of a 

list of 392 Building Performance Simulation tools were found to be targeting architects during 

the early design phase (Attia et al., 2012). 
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2.1.1. Systematic Simulations 

One early approach to assisting in the decision-making process using simulation is reflected in 

the work of Shaviv (1999). Simulations were employed systematically to evaluate several 

alternative designs concerning energy efficiency. The alternatives varied in insulation, color, 

window shading, night ventilation, ceiling vents, and sunspace on the upper roof. However, these 

performance simulations still took place at a later stage of the design process, and decisions were 

limited to the envelope of a pre-determined building form.  

2.1.2. Template Based Tools 

Soon after, Morbitzer (2003) argued that simulation should be used throughout the whole design 

process, from the outline stage to the detailed design. The speed of model creation and 

simulation execution were identified as limiting factors preventing the acceptance of 

performance simulations by the designers. To overcome this problem, Morbitzer suggested a 

system that used benchmarks and pre-computed databases to evaluate designs quickly. 

Focusing on the exploration of multiple and diverse alternatives during the initial design stage of 

facades for office buildings, Ochoa and Capeluto (2009) introduced NewFacades. This tool 

suggests energy-conscious designs based on prescriptive codes. The authors implemented a GUI 

through which the user selects the specifications from presets, and the system returns several 

alternatives with their evaluations. 

Similarly, Attia et al. (2012) proposed a prototype tool to assist decision-making for designing 

net-zero energy buildings. The tool generates and evaluates alternatives and also performs 

sensitivity analysis. It heavily relies on templates for geometry generation, which severely limits 

its flexibility. 
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2.1.3. Real-Time Simulations 

As parametric tools became popular, simulation was used to assist with the best parameter 

selection. However, the relatively slow simulation speed for performance evaluation combined 

with reasonably large design spaces, as defined by the parametric models, has been constraining 

this process. To overcome the issue of speed, Chronis et al. (2012) developed a case-specific tool 

for use at Foster and Partners that enables real-time exploration of incident solar radiation and 

daylight results through a database of pre-calculated ‘key test cases’. 

Other work has focused on speeding up the simulations themselves. Jones and Reinhart 

presented work that significantly speeds up the Global Illumination calculation inside the popular 

3d modeling environment Rhinoceros-Grasshopper (Jones & Reinhart, 2014). They implemented 

the analyses using parallel logic, taking advantage of the increased capabilities of modern 

graphics hardware.  In this way, they provided real-time feedback on a pre-defined parametric 

model's energy and structure performance to designers and showed that real-time feedback 

leads to higher performance designs (Jones & Reinhart, 2016).  

In a more recent study, N. Brown (2020) used surrogate models to provide real-time results 

regarding the energy and structure performance of a pre-defined parametric model, receiving 

positive feedback from the participants.  

2.2. Sensitivity Analysis 

2.2.1. Parametric Model Simplification 

Sensitivity analysis is a statistical method that has been used in Building Performance Simulation 

(BPS) to identify the most influential parameters to a building’s performance (Lam & Hui, 1996). 

By indicating the size and direction of performance change for variations to the input, this 
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method helps guide the design decision process. It directs attention toward specific parameters 

and enables the architect to explore the design space more efficiently (Hopfe et al., 2007; Lam & 

Hui, 1996).  In sensitivity analysis, a large number of value combinations are sampled for the free 

parameters, and the respective performances are acquired. This process can be time-consuming 

for complex simulations, raising the need for meta-models in place of the regular BPS models (W. 

Tian, 2013). Sensitivity analysis has been used extensively for building construction and operation 

parameter exploration, as indicated in the extensive list of examples in W. Tian (2013). 

Recent research has focused on the efficiency of different sensitivity analysis techniques for 

building performance (Gagnon et al., 2018) or new techniques that make the method more 

suitable to specific energy-related problems. For example, Østergård et al. (2015) suggested an 

iterative parametric method for a holistic simulation approach, identifying favorable parameter 

regions for energy, thermal comfort, and daylight. The same team introduced interactive 

sensitivity methods that rank inputs with respect to energy performance, thermal comfort, and 

daylight while highlighting the most influential parameters (Østergård et al., 2017) 

2.2.2. Design Space Reformulation 

While sensitivity analysis is typically used to identify the significance of parameters, it has also 

been used to evaluate the performance potential of alternative parametrizations.  

When setting up a parametric model, it is essential to allow for the desired variability in the 

resulting designs. On the one hand, the design space needs to be broad enough to include areas 

that conceptually and aesthetically align with the designer’s intent and to increase the probability 

of containing high-performance areas. On the other hand, it needs to be tight enough to make 

its navigation easier, especially given the computational intensity of the simulations. Therefore, 
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evaluating the potential of different parametric models early on, before a detailed exploration of 

the design space, can be of significant importance.  

Sileryte et al. (2016) proposed a sensitivity analysis tool that integrates with Rhinoceros-

Grasshopper (Rutten, 2007) to assess the suitability of a parametric model before the search for 

the optimal solutions begins. They used a Self-Organizing Map (SOM) and Hierarchical Clustering 

(HC) along with custom visualization tools to evaluate the results.  

Extending this work, Yang et al. (2017) presented research on design exploration as a means 

towards the formulation of a good design concept. A good design concept, formalized as a design 

parametrization, is one that can lead to high-performance designs while complying with the 

qualitative criteria set by the designer. They integrated Rhinoceros-Grasshopper with 

ModeFRONTIER (ModeFRONTIER, 2017) software to perform sensitivity analysis and analyzed 

the input-output relationships using a SOM and HC. They presented a case study where three 

different conceptual designs for a skylight were compared by evaluating the energy and daylight 

objectives using their respective parametrized models. Through the analysis, the team identified 

promising variables that gave birth to a new, fourth design concept, which finally led to higher-

performance designs than any of the three initial models. 

In further development, Yang et al. (2018) proposed a Computational Design Exploration 

approach that aims to support concept reformulation through knowledge extraction from the 

process of sensitivity analysis. They presented a case study on a sports building. 
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2.3. Optimization 

2.3.1. Algorithms and Applications 

Optimization techniques for performance-driven design can be classified into three main 

categories: i) analytical methods, ii) direct search, and iii) meta-heuristics. Analytical methods 

have only found limited applications in this field in recent years because of their strict 

requirements for continuous and differentiable objective functions and simplifications that 

typically need to happen both to the geometry and the performance simulation models (Evins, 

2013; Radford, 1988). 

Direct search methods do not require gradients, and some of them can be used even when small 

discontinuities are present in the objective function. While direct search is the second most 

popular optimization method for sustainable building design (Evins, 2013), it has mostly been 

applied to single-objective problems of a predominantly engineering nature. Direct search 

algorithms have been assumed to be inadequate for complex problems with discontinuities in 

the performance (Wetter & Wright, 2004). However, this claim has been recently disputed 

(Wortmann et al., 2017). For an extensive review of applications of direct search methods, we 

direct the interested reader to (Kheiri, 2018). 

The most popular optimization methods for performance-driven design in the last two decades 

belong to the category of metaheuristics, with evolutionary processes and, more specifically, 

Genetic Algorithms (GA) taking first place (Evins, 2013; Kheiri, 2018; Nguyen et al., 2014). The 

genetic algorithm NSGA-II (Deb et al., 2002) is the most common implementation for multi-

objective problems (Evins, 2013). It has also been the default solver with popular parametric 

modeling software such as Dynamo (Dynamo, 2012/2022). Research on better optimization tools 
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for performance-driven design is still ongoing. Most recently, Cubukcuoglu et al. (2019) 

introduced Optimus, a new optimization tool for Grasshopper using a self-adaptive differential 

evolution algorithm with an ensemble of mutation strategies (jEDE). They showed that Optimus 

provided better solutions than existing tools for several design problems. 

Metaheuristics, such as genetic algorithms, are often inspired by natural processes. Like the 

direct search methods, they require no knowledge and pose no limitations to the objective 

function properties. They can handle both continuous and discrete variables, are suitable for non-

linear objective functions, and work well with multiple objectives (Evins, 2013; Nguyen et al., 

2014). Metaheuristics are often used for building shape optimization. The geometry generation 

is typically achieved using parametric models, although different approaches such as shape 

grammars and bottom-up systems have also been researched (L. G. ; S. Caldas, 2012; Evins, 2013; 

Pantazis & Gerber, 2018). 

One of the first uses of a genetic algorithm (GA) for building performance optimization appears 

in the work of Caldas (2001). Caldas argues for design improvement and not strictly optimization 

since her goal was to find a population of good designs and not one best design, something that 

the GA enables. Caldas used a GA in a fenestration study, then extended her approach to a three-

dimensional parametric model of a building made of boxes that could change size and roof taper 

angles. 

Yi and Malkawi (2009) coupled Energy Simulation with Computational Fluid Dynamics (CFD) to 

optimize the form of a building  using a GA. To introduce geometric flexibility and allow more 

complex geometries, Yi (2008) introduced a hierarchical geometry representation.  
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Lin and Gerber (2014) identified one of the major problems preventing the adoption of multi-

objective optimization outside of the research field to be the inability of existing systems to deal 

with the necessary geometric complexity. They developed a framework (EEPFD) and a tool that 

integrates modeling and simulation software and uses a GA to support the designers’ decision-

making early in the design process. The framework, which uses Revit (Autodesk Revit, 2000) 

Conceptual Masses energy analysis, optimizes for three objectives: spatial program, energy 

performance, and financial performance. It provides a tradeoff analysis, and the authors were 

planning to include sensitivity analysis as an initial step. 

As the awareness and interest in automated methods and performance-based design increased, 

researchers have tried to make optimization methods more approachable to the designers’ 

community. Shi and Yang (2013) reviewed existing tools and suggested an architect-friendly 

building performance optimization workflow that they accompany with case studies. Ashour 

(2015) identified a problem in communicating optimization results to the designer, suggested a 

workflow, and contributed a visualization tool in Grasshopper for the efficient exploration of the 

solution space. Konis et al. (2016) focused on the accessibility of design optimization and 

suggested a workflow in Grasshopper. 

Wortmann et al. (2017) argued that the primary reasons for the widespread adoption of 

metaheuristics in building performance optimization have been the availability of the tools and 

dubious assumptions about the algorithms’ nature, with their actual effectiveness often being 

overlooked. They compared common black-box methods, including several direct-search, 

metaheuristics, and surrogate-based algorithms, benchmarking speed of convergence and 

stability.  
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2.3.2. Non-quantifiable objectives 

One concern for architects using multi-objective optimization processes is that there is no easy 

way to incorporate their expertise or subjective preferences as part of the objective function. 

Caldas (2001) argues that a generative system based on optimization would be best used as an 

augmented design tool in an interactive loop with the architect-designer. This interaction is 

necessary to enable the consideration of non-quantifiable issues during the optimization process. 

Many researchers have worked on integrating the designer’s expertise with the improved 

performance-based guidance that optimization offers. Evolutionary optimization is regarded as 

particularly suitable for use in this interactive setting due to its iterative nature and the 

progressive generation of higher-performing ‘populations’. 

For this purpose, Turrin et al. (2011) introduced ParaGen, a design tool that uses a GA for 

performance-driven design space exploration. ParaGen can optimize a parametric model from 

start to finish using the implemented algorithms or be used in an interactive setting. The designer 

can intervene after each cycle, choosing parents for the breeding phase or even selecting a single 

parent for mutation and further evolution. 

Mueller and Ochsendorf (2015) presented an interactive evolutionary optimization method. They 

developed a proof of concept tool called structureFIT (Mueller, 2013) to combine quantitative 

structural performance with conceptual design intent, focusing on balancing formulated and 

unformulated objectives.  

Tools developed for multi-objective optimization in Grasshopper, such as Octopus (Vierlinger, 

2012), also enable interactive optimization by allowing the designers’ input between generations. 



 15 

2.3.3. Exploration of multi-objective optimization results 

Multi-objective optimization gives a designer the flexibility to choose between solutions, 

prioritize different goals, and integrate non-quantifiable goals during this selection. However, the 

process is not always straightforward. A high dimensional parameter space and a high 

dimensional objective space make understanding the results challenging.  

A commonly used solution is to apply clustering, such as K-means. With clustering, the high 

number of solutions is structured within categories from an often predetermined number of 

groups. One sample from each group can be chosen as a representative example of the group 

contents. Then the designer can evaluate whole groups based on their representatives 

(Wortmann & Schroepfer, 2019). Sileryte et al. (2016) suggested hierarchical clustering to explore 

design alternatives effectively. They demonstrated its use in a case study of a problem with 18 

variables and 4 performance objectives related to energy utilization and construction cost. 

Another way to understand the optimization results is to use data visualization to reveal the 

relationship between parameter changes and performance. Parallel coordinates is a visualization 

technique that has been employed for high-dimensional objective spaces (Sileryte et al., 2016; 

Wortmann & Schroepfer, 2019), where each objective is represented on one of the parallel axes. 

While there is technically no limit on how many dimensions can be accommodated, the 

visualizations become harder to understand as the number increases. Radial and star coordinate 

systems use a similar technique, but the axes are arranged radially. Star coordinates are more 

intuitive, as the use of a single point contains information about the performance in all axes 

(Wortmann & Schroepfer, 2019), 
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A different approach is using dimensionality reduction to map a high dimensional performance 

space to two or three dimensions. A popular technique for this is the Self Organizing Map (SOM) 

(J. Harding, 2016; Sileryte et al., 2016; D. Yang et al., 2017). 

2.3.4. Commercial Tools 

Various tools that support optimization based on building performance simulation are used in 

the industry. Direct search algorithms are typically available for single-objective optimization 

problems. For example, generalized pattern search, discrete Armijo gradient, and a simplex of 

Nelder and Mead are available in GenOpt, linear programming, quadratic programming, integer 

programming, least squares, and Hooke-Jeeves algorithm through MATLAB directly or through 

GUIs such as Topgui (Attia et al., 2013). For multi-objective optimization problems, Particle-

Swarm optimization, evolutionary algorithms, or genetic algorithms (NSGA-II) are widespread 

(Attia et al., 2013). 

A similar pattern is identified by examining the available methods in ANSYS Design Explorer (DX). 

Direct search or gradient-based algorithms are implemented as single-objective optimizers (e.g., 

Non-Linear Programming by Quadratic Lagrangian). In contrast, genetic algorithms are available 

for multi-objective problems (e.g., Multi-Objective Genetic Algorithm) (Design Exploration User’s 

Guide, 2013). 

2.4. Meta-models 

A meta-model is a simplified model of a model (Østergård et al., 2016). In BPS, meta-models, or 

surrogate models, can be used in the place of actual simulation models by approximating a 

mapping between inputs and outputs parameters.  
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2.4.1. Surrogate Models in Performance Simulation 

Meta-models in performance-driven design are often used to reduce the computational cost of 

simulations. Such a reduction can be of significant importance in workflows involving sensitivity 

analysis or optimization. These processes may require hundreds to thousands of simulations, 

each taking several minutes to complete (Nguyen et al., 2014). Kumar et al. (2013) provide an 

early overview of the use of Neural Networks for building energy use prediction. Tseranidis et al. 

(2016) give an overview and a comparison of common data-driven models for performance 

estimation in civil structures, while Westermann and Evins (2019) provide a comprehensive 

review on surrogate models in sustainable building design up to 2018. 

Much recent work on surrogate modeling for BPS has focused on artificial neural networks (ANN) 

and deep learning methods. Lorenz et al. (2018) and Radziszewski & Waczy (2018) trained ANNs 

to substitute daylight simulations for simple rectangular building geometries with parametrized 

windows. Alammar et al. (2021) compared two methods of substituting incident solar radiation 

simulations using ANN and decision trees for box-shaped buildings in various surrounding 

contexts. Westermann and Evins (2021) used Bayesian deep learning to incorporate uncertainties 

in a surrogate model. Westermann et al. (2021) released a web-based app that uses surrogate 

models to estimate cooling and heating loads for two building types with variable location, 

construction, and orientation parameters. Mokhtar et al. (2020) trained a conditional adversarial 

network to approximate pedestrian wind flow. Han et al. (2021) presented a generalizable 

method for incident solar radiation prediction using geometry voxelization and 3d convolutional 

neural networks (CNNs). Surrogate models are dependent on a pre-determined parametrization 

of the design space and the sampling range of the training dataset. Therefore, concerns about 
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generalizability and re-use of surrogate models have recently motivated research in transfer 

learning (Pinto et al., 2022; Whalen & Mueller, 2022). 

2.4.2. Surrogate Models in Optimization 

Surrogate models are often used during optimization to replace costly functions, contributing to 

significant time savings. There are two ways for their application: i) static, where the surrogate 

model is first trained to approximate the simulation and then used in its place, and ii) adaptive, 

where the surrogate model is re-trained in between optimization iterations to better fit in the 

areas of interest (Westermann & Evins, 2019).  

Examples of the static approach are workflows where an NSGA-II algorithm was used for 

optimization in conjunction with surrogate models that approximated thermal and energy 

simulations (Bre et al., 2020; Gossard et al., 2013).  

An example of the dynamic approach is described by Sileryte et al. (2016) as a Responsive Surface 

Methodology-based surrogate model that is iteratively retrained during the optimization. 

Another example is the RBFOpt algorithm (Costa & Nannicini, 2018), which incorporates radial 

basis functions for approximating the objective evaluation with an optimization algorithm for 

effectively searching the design space. The RBFOpt algorithm was introduced to Grasshopper by 

Wortmann (2017a) through the Opossum plugin.  

2.4.3. Classification of Design Space 

In a different use of metamodels, researchers have tried to predict a classification of the designs’ 

performance instead of an exact performance metric. An ANN has been used to learn a binary 

classification of the design space and guide the design exploration towards the more promising 

areas (Dabbeeru & Mukerjee, 2008). Similarly, other work applied a multi-class classification of 
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the design space in a chair design problem, identifying high-performing areas in terms of the 

ergonomics (Reed, 2016).  

2.4.4. Meta-models for subjective evaluation 

Αdvances in Machine Learning (ML) and the widespread availability of sophisticated but easy-to-

use ML tools have pushed the boundaries of what can be approximated with meta-models. 

Phelan et al. (2017) used an ANN to assist with the meeting room allocations at WeWork. The 

neural network predicted the meeting room usage better than the company’s previously used 

methods. Sjoberg et al. (2017) trained an ANN to learn an individual designer’s preferences 

concerning the form for geometries produced using a parametric model. The ANN learns to score 

building designs following a subjective rating of several examples compiled into a dataset. Then, 

the ANN’s predictions become part of the objective function used to optimize the parametrized 

geometry, in conjunction with more typical, simulation-based performance evaluations. With a 

similar goal, Musil and Wilkinson (2016) trained an ANN to predict user preferences on simple 

geometries, to automate solution selection between iterations of an optimization process. 

2.5. Other Methods 

Some research has tried to address performance-driven design from perspectives outside of the 

three main categories of direct simulation, sensitivity analysis, and optimization and different or 

sometimes tangential to their metamodel-enhanced variations. 

Brown and Mueller (2017) focused on the problem of parametrizing a structure for enhancing its 

performance. They used dimensionality reduction to capture complex relationships between 

“dummy” parameters and project them to a low-dimensional space, which is easier for the 

designer to explore. They used principal component analysis (PCA) and canonical correlation 
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analysis (CCA) to replace the original parameters with a small number of more “meaningful” ones 

from a performance perspective. 

Conti and Kaijima (2018) suggested a Bayesian Network that performs bidirectional inference on 

parametric structural models. The Bayesian Network enables the execution of inverse inference, 

which means that given an objective, the most probable parameter ranges of the design model 

can be predicted.  

Aksöz and Preisinger (2020) replaced runtime optimization with an ANN trained to predict the 

optimal angle for bracing elements of metal structures. Focusing the prediction analysis on a 

single, parametrized element modularized the whole system, achieving generalizability for any 

topology within the target structural system.  

Chang and Cheng (2020) trained a pair of ANNs, NeuralSim and NeuralSizer, for the cross-section 

sizing of structural designs. NeuralSim is a surrogate model for structural simulations. After its 

training, it was used in the loss function of NeuralSizer, due to its differentiable nature, which 

enables the computation of gradients. 

Ampanavos et al. (2021) demonstrated the use of a CNN for approximating structural layouts 

from sketch-level building plans. When trained on an appropriate dataset, the method has the 

potential to produce optimal solutions within an environment that is well-suited for the early 

design phase. 

2.6. Machine Learning Generative Models 

A generative model is an ML model that can learn an estimate of a distribution by observing a set 

of examples from that distribution, i.e., a training set  (Goodfellow, 2017). Once fully trained, 
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sampling a generative model approximates sampling from the original data distribution. For 

example, a generative model trained on a dataset of faces will generate new faces when 

sampled2. 

Some generative models work by learning a mapping of the original data to a lower-dimensional 

space, called the latent space. For example, the Variational Autoencoder (Kingma & Welling, 

2014) (VAE) explicitly learns an encoder and a decoder function that maps the original data to 

and from a latent space. Naturally, similar data points will be located nearby within the latent 

space. This characteristic allows for smooth interpolation of data samples by traversing the latent 

space or even for the composition of new data with specified properties through latent space 

vector arithmetic, as demonstrated by Wu et al. (2016) in the domain of three-dimensional 

objects. 

In architecture, several attempts have been made to use generative models in the creative phase 

(Huang & Zheng, 2018; H. Liu et al., 2019; Mohammad, 2019; Zhang & Blasetti, 2020). Most such 

works used Generative Adversarial Networks (Goodfellow et al., 2014) (GANs), motivated by 

some impressive results in the field of computer vision (Brock et al., 2019; Goodfellow et al., 2014; 

Isola et al., 2017; Karras et al., 2018). Some research related to architectural form has used GANs 

for morphological studies mixing 2D (Chaillou, 2020; Del Campo, 2019; Mohammad, 2019) or 3D 

(Zhang & Blasetti, 2020) plans, geometries, and urban morphologies (Fedorova, 2021). Other 

 

2  See for example the Progressive GAN model (Karras et al., 2018) trained on the CelebA dataset (Z. Liu et al., 

2015). 
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work has suggested early-design assistance, introducing novel GANs that generate 2D (Nauata et 

al., 2020) or 3D (Chang et al., 2021) geometries from space connectivity graphs as compositions 

of orthogonal forms. Image-to-image translation GANs were used to approximate wind flow 

(Mokhtar et al., 2020), to populate plans with mechanical systems (Sato et al., 2020), and to 

substitute topology optimization results (Bernhard et al., 2021), among others. De Miguel (2019) 

used a VAE to model a distribution of structural design typologies. Danhaive and Mueller (2021) 

suggested a performance-conditioned VAE to reduce the dimensionality of a structural design’s 

parametric model and assist the performance-driven design space exploration.  

2.7. Chapter Conclusions 

Building performance simulation, sensitivity analysis, and optimization have been architects' 

major, essential tools in performance-driven design. Shortcomings in simulation speed have been 

addressed through surrogate modeling (Sileryte et al., 2016; Tseranidis et al., 2016; Westermann 

& Evins, 2019; Wortmann et al., 2015; D. Yang et al., 2016). Design agency in optimization has 

been addressed directly using interactive optimization (Mueller, 2013; Mueller & Ochsendorf, 

2015; Turrin et al., 2011) and indirectly by using ML to quantify and generalize subjective 

evaluations (H. Liu et al., 2019; Musil & Wilkinson, 2016; Sjoberg et al., 2017). Design exploration 

has been addressed through multi-variate visualizations and dimensionality reduction for data 

visualization or model re-parametrization (Brown & Mueller, 2019; Danhaive & Mueller, 2021; J. 

Harding, 2016; Sileryte et al., 2016; Wortmann, 2017b; D. Yang et al., 2017). Such work has 

focused on design with pre-determined parametric models that express a single design concept. 

Some work addressing simulation has used more flexible geometry representations in the form 

of pixels or voxels for surrogate modeling (Bernhard et al., 2021; Han et al., 2021; Mokhtar et al., 
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2020), but this flexibility is not trivially generalizable to optimization or other form-guiding 

processes. Last, several researchers have leveraged ML generative models to suggest novel 

techniques for architectural form generation, but that work has not been connected to building 

performance. 
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3. Method 

3.1. Framework 

This thesis introduces an ML-based framework for performance-driven design assistance through 

the interactive suggestion of optimal geometries. Previous work on performance-driven design 

has focused on facilitating the exploration of a well-defined design space for a single problem or 

simulation context. In contrast, a system based on the suggested framework uses a generalizable 

geometry representation that makes no assumptions about the design concept or topology and 

can be used for a wide range of problem definitions, i.e., simulation contexts.  

During a typical optimization process, a design space is first defined using a parametric model. 

To find the best-performing solutions, samples from the design space are mapped to their 

corresponding performances using simulation. The search for the best-performing solutions 

advances through iterative performance evaluations coordinated by a stochastic optimization 

algorithm. The constructed relationships between optimization parameters and performance are 

often visualized using a fitness landscape3. Figure 3.1 shows an example of a fitness landscape 

for a geometry optimization problem, where the design space is encoded by two geometric 

parameters. In this example, multiple local optima have been identified (blue dots) and comprise 

the set of optimal solutions. 

  

 

3 General background on the term and use of fitness landscapes can be found in (Reeves, 2005) and (Rutten, 2014).  
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Figure 3.1 Example of a fitness landscape for a geometry optimization problem. The best solutions are 

marked in blue. 

This thesis aims to replace the optimization process during design by shifting the search from the 

design space to a well-structured, continuous, performance-aware, compressed space that 

encodes the boundary conditions and optimal geometric solutions for a family of problems. 

Figure 3.2 shows an example of such a compressed space with two dimensions. Four problems 

occupy distinct areas in the compressed space. Optimal solutions for a problem are generated by 

sampling the corresponding areas, then mapping the samples to the geometry space.  In addition, 

the structure and the continuous nature of this space enable goal-driven geometry tuning and 

exploration, by following appropriate trajectories in the compressed space, such as p or ∇v in 

Figure 3.2. 
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Figure 3.2 Example of a compressed space encoding problem boundary conditions and their optimal 

geometric solutions. Vector p encodes performance changes. The gradient 𝛻v creates a trajectory of 

monotonic volume changes. 

This thesis suggests that this compressed space can be constructed as the latent space of a 

generative model. In particular, a Variational Autoencoder (VAE) is used to learn a mapping E(x) 

between the joint space of problem definitions and optimal geometric solutions and the model’s 

latent space, as well as the inverse mapping D(z), as shown in Figure 3.3. 

 
Figure 3.3 Encoding and decoding problem definitions and optimal solutions to and from a latent space. 
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The overall framework involves two phases, detailed in Figure 3.4. The first phase refers to the 

offline preparation of the generative model which is used during design time. It only needs to 

happen once for a family of problems.  It includes the dataset generation and model training. The 

dataset is comprised of synthetic data; first, a number of problem instances are sampled from a 

range of boundary conditions, then a set of geometries is generated for each boundary condition 

using an appropriate geometry representation and a conventional optimization process. During 

model training, a performance-aware VAE is used to learn the probability distribution of 

boundary conditions-optimal geometries pairs.  

The second phase refers to the use of the model for design assistance and includes methods for 

inference and exploration of optimal geometric solutions. During inference, the geometry 

generation task is framed as a data imputation problem, where the boundary condition and the 

optimal geometry are the observed and missing data, respectively. The missing data are 

generated using the trained VAE. Then, performance-driven exploration is achieved by navigating 

the VAE’s latent space. Differentiable geometry attribute approximations and vector arithmetics 

in the latent space enable a fast, goal-driven tuning and exploration of the geometry solutions. 

Figure 3.2, for example, shows how a sample z0 that encodes a solution for a building 

performance problem can be modified using the performance-specific vector p to explore 

different performing geometries. Similarly, the size of an obtained solution can be tuned by 

following the volume gradient ∇v. 
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Figure 3.4 The framework for performance-driven geometry generation and exploration. 

3.2. Problem Scope 

 A case study is presented to allow further development of the framework and evaluate the 

effectiveness of the several methods and overall feasibility. 

In a typical scenario for designing a new building, the designer would have information including 

the location, the plot shape and size, the surrounding buildings, and the program of the building. 

In performance-driven design, maximizing the performance of interest is of primary concern. 

Then, in the early design phase, where the focus is on form finding, the problem would be 

expressed as finding a geometry for the building that maximizes the desired performance, given 

the simulation context (Figure 3.5). 
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Figure 3.5 . Optimization: context and expectation for the design of a new building. 

In this work, the goal is to generate a geometric form for a building that optimizes the passive 

solar gain throughout the year for the location of Boston, MA. The area coverage and the building 

volume of the geometries are considered parameters that need to be controllable, reflecting 

constraints from the building code and the architectural program.  

Figure 3.6 outlines the process followed. First, to generate the dataset, various geometric 

systems were explored, examining their ability to produce geometries with the desired 

morphological characteristics and performance when used with an optimization process. In 

addition, constraint sampling was reformulated as an optimization objective, increasing the 

dimensionality but decreasing the total number of optimization problems to be solved. Last, a 

grid-based system was used to sample various building sites. 

Then, a generative model was trained using the problem definitions and optimization results of 

the synthetic dataset. This step introduced a novel loss function for a performance-aware VAE 
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that improved the model’s ability to reconstruct the geometry data with accurate building 

performance.  

Next, a set of methods for constrained sampling of the generative model was introduced and 

compared to determine the best candidates to enable design assistance. Likewise, a set of 

methods for performance-driven geometry exploration was introduced and compared. 

Last, the trained model and the selected methods were incorporated into a prototype tool for 

3d-modeling. 

It is worth noting that the process is not executed in a linear way, but it includes several loops, 

where results at several stages cause revisions to prior components in an iterative way. These 

reverse connections are indicated with the red arrows in Figure 3.6. 
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Figure 3.6 Process outline. 
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4. Optimal Geometry Generation 

The first step of the suggested framework involves the preparation of a dataset that will be used 

to model the probability distribution of optimal geometries for the selected range of boundary 

conditions. A sufficiently large set of diverse building geometries with the desired performance 

is needed, for a sufficiently dense sampling of the range of the possible contexts. However, 

openly available building data are very limited, do not typically include performance assessment 

and if they do, the nature of the performance metrics and differences in methods used do not 

allow for direct comparisons. In addition, they usually do not come with three-dimensional 

models of the buildings. Therefore, the limited availability and wide inconsistencies in geometric 

representations and performance assessments make it impossible to compile such a dataset 

using data collection methods.  

As a result, a synthetic dataset needs to be generated. The synthetic dataset is comprised of a 

set of problem definitions (boundary conditions) and the corresponding set of optimal 

geometries for the defined performance metrics. The overall process of the dataset generation 

is outlined in Figure 4.1. The three essential components are highlighted in yellow, blue, and red. 

At the core of the process is a geometry generator, comprised of a flexible, performance 

appropriate geometric system, and a geometry parametrization that interfaces with the 

optimizer (Figure 4.2 Left). The evaluation function includes a set of performance, geometric, and 

sampling objectives and constraints and utilizes an appropriate simulator (Figure 4.2 Center). The 

compilation of the problem set requires the definition of the simulation boundary conditions 

range, as well as a sampling strategy for selecting individuals from that range (Figure 4.2 Right). 
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Figure 4.1 The synthetic dataset generation process. 
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Figure 4.2 Defining the three essential components for the dataset generation. 

This chapter first introduces the performance objectives and the simulations that enable their 

evaluation. Then it describes the development of the geometry generator and compares 

different geometric systems. Next, it introduces a series of geometric optimization objectives 

that complement the geometric system. In addition, a set of sampling-related objectives are 

defined as a substitute for geometric constraints, reducing the total number of optimization 

problems. The next section describes the range and sampling of boundary conditions, i.e. plot 

shapes and surrounding obstructions. Four different dataset versions considered in this work are 

described. Last, the performance of the resulting geometries is evaluated against baselines. 

4.1. Performance Objective 

4.1.1. Goals 

In this case study, the goal is to generate geometric forms for buildings that optimize solar gain 

throughout the year. More specifically, solar gain is considered beneficial during the heating 

season since it has the potential to contribute to the building’s heating and reduce the usage of 

heating systems. In contrast, during the cooling season, solar gain is considered harmful because 

it can increase the energy demand for cooling. Therefore, to optimize solar gain, the incident 
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radiation should be maximized during the cooling season and minimized during the heating 

season. 

4.1.2. Metrics 

Solar gain directly depends on the amount of solar radiation that a building receives. By 

definition, the total incident radiation increases together with the building envelope and by 

extension, with the size of the building. In architectural design, the size of a building is typically 

given in the form of the architectural program and should not be modified significantly as a 

means to meet performance goals. Therefore, in order to remove the building size as a parameter 

from the search for optimally performing geometries, the mean incident radiation intensity is 

used instead of the total incident radiation as the performance metric of interest. 

4.1.3. Performance objective formulation 

The optimization objectives Jcoolmin and Jheatmax for the cooling and the heating period, 

respectively, are described in equations ( 4.1 ) and ( 4.2 ), where Ih(facei, geometry, obstructions) 

is the incident radiation intensity on the i-th mesh face, shaded by the geometry and obstructions 

during the hour h. The geometry is a mesh with nfaces faces, where FaceAreai is the area of the i-

th face. The obstructions are the immediate surrounding buildings, which shade the area of the 

building site.  

The maximization objective Jheatmax can be converted to an equivalent minimization objective 

Jcoolmin by multiplying its value by -1 as shown in ( 4.3 ). Then, the two objectives can be combined 

into a single minimization objective Jsolar using scalarization, and the optimization problem takes 

the form of equation ( 4.4 ). 
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The importance of the two objectives is assumed proportional to the duration of their respective 

time frames. This factor is already embedded in ( 4.4 ) since Jcoolmin and Jheatmin are calculated 

from the sum of the hourly intensities for the whole duration of each season. As a result, no 

further weighting of the two terms Jcoolmin and Jheatmin is used. Note that in practice, the sum of 

the hourly intensities is approximated using a cumulative sky matrix, as detailed in the next 

section. 

 
Figure 4.3  Monthly temperature ranges for Boston and mean temperature curve. The red vertical lines 

indicate the intersection of the mean temperature curve with the threshold t=20oC. 

4.1.4. Simulation 

In order to determine the exact timeframes of the heating and cooling periods, a temperature 

analysis was run for the location of Boston. The monthly temperature ranges were plotted using 

Climate Consultant (Ligget & Milne, 2018), and a cutoff threshold t = 20oC was defined. A 

continuous mean temperature curve was drawn by assigning the monthly mean temperature to 

the 15th day of each month and assuming a smooth interpolation of temperatures in between 

(Figure 4.3). Based on this graph, the dates of June 23rd and August 20th, when the mean 
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temperature curve has a value of exactly 20oC, were obtained as the transition dates from heating 

to cooling season and inversely. 

Solar radiation calculations were initially performed using the open-source plugin Ladybug 

(Roudsari et al., 2013), inside the visual programming platform Grasshopper3d in McNeel’s 

Rhinoceros 3d modeling software. The IncidentRadiation component was used with a Tregenza 

dome cumulative sky matrix to simplify the annual solar calculations. The total incident radiation 

is calculated as the sum of the direct radiation and the diffuse radiation ( 4.5 ). The algorithm, 

written in Python, implements backward ray-tracing using the CAD environment’s methods for 

ray intersections. It does not take into account reflections of solar energy. 

 𝐼3)3.* = 𝐼1"4-(3 + 𝐼1";;</-  ( 4.5 ) 

Due to limitations related to speed, communication with external processes, batch processing, 

and hardware parallelization, an equivalent, stand-alone simulation module was developed 

following the same algorithm. The cross-platform module was developed in Python. It makes 

extensive use of NumPy (Harris et al., 2020) array operations to replace loops and improve speed. 

Ray intersections are performed through the Trimesh library (Dawson-Haggerty et al., 2021) with 

Pyembree (Scopatz, 2015/2021) as the backend. This allows the use of multiprocessing during 

optimization, parallelizing the execution of simulations, and reducing the total computation time 

dependent on the number of available processors. The cumulative sky matrix was obtained in 

advance using Ladybug’s SkyMatrix inside Grasshopper and exported to a JSON file using a 

custom Python script. Alternatively, a sky matrix can be obtained directly using an EPW file and 

a script capable of parsing the relevant information.   
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The solar irradiation simulation module was validated against Ladybug’s IncidentRadiation 

component. The comparison included the calculation of incident solar radiation for 400 

geometries partially shaded by a fixed context geometry for two different annual time intervals, 

corresponding to heating and cooling season (Appendix A). The mean percentage error was 2.53% 

for the heating season and 2.86% for the cooling season, which was considered satisfactory for 

the needs of this work. 

4.2. Geometric System 

This section details the development of a flexible geometric system with the ability to generate 

diverse geometries. Even though such a system can be technically seen as a parametric model, 

there are some fundamental differences. Typical parametric models in architecture are built 

using high-level concepts and geometric operations, for example, an adjustable height or twist 

of a tower. The number of parameters must be kept small and their effect easily traceable and 

understood to enable a meaningful manipulation from the designer. 

The geometric system researched in this section is not targeted to be directly used by the 

designer, so concerns about interpretability or ease of manipulation do not apply at this level. 

Instead, the focus is on the granularity which can provide geometric flexibility, expressive power, 

suitability for the solar gain problem, and the ability to be optimized using an appropriate 

algorithm. Therefore, the number and intuitive nature of the system’s free parameters are not 

concerns from a user perspective and do not impose any limitations on the system. 

Following, a series of different geometric systems that were considered are presented with their 

advantages and disadvantages. 
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4.2.1. Heightmaps 

A heightmap is a simple and intuitive way to describe a 2.5-D geometry, commonly used in 

computer graphics and geographic information systems (GIS). Heightmaps can be used to 

describe a building geometry by assigning a height on each point of a two-dimensional grid. In 

this work, a heightmap representing elevation points of a building roof in resolutions of 5X5 and 

7X7 was considered. Figure 4.4 demonstrates such a heightmap on a 5X5 grid, with colors 

indicating the incident radiation intensity. This representation was used during an initial stage of 

the framework development (Ampanavos & Malkawi, 2021); however, it was later abandoned 

mainly due to its inability to represent fully three-dimensional geometries such as buildings with 

cantilevers, or negatively sloped walls, as well as limitations related to the topology of the 

geometry. Next, a series of three-dimensional representations with a higher expressive ability 

were considered. 

 
Figure 4.4 Example of a geometry generated by a 5X5 heightmap. The grid points are linearly 

interpolated creating a triangulated mesh. The colors indicate heating period radiation intensity. 

4.2.2. Surfels 

A system of elementary surfaces on a three-dimensional grid was created and named surfels. The 

surfels representation was inspired by a computer graphics rendering method that uses surface 
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elements (surf-els) to efficiently render complex geometries (Pfister et al., 2000). In this work, 

the geometric system of surfels is comprised of a set of elementary square mesh faces on a three-

dimensional grid. First, a three-dimensional grid is generated covering the complete site area and 

extending to the maximum allowed height. At each point of the grid, an elementary surface 

(surfel) is placed in the form of a square mesh face. Each surfel has four degrees of freedom: it 

can be uniformly scaled within the boundary of a grid cell, and it can rotate freely in space. Figure 

4.5 shows an example of a surfel grid on a square plot shaded by two obstructions. Surfels colors  

represent the solar gain intensity per face Iobj, which following Equation ( 4.4 ) is defined as the 

difference of the heating period radiation intensity Iheating from the cooling period radiation 

intensity Icooling, detailed in Equation ( 4.6 ). 

 
Figure 4.5 Example of surfels populating a 5X5X5 grid. Colors represent the solar gain intensity per face. 

 𝐼)=> = 𝐼())*"#+ − 𝐼'-.3"#+ ( 4.6 ) 

Each surfel receives shadows from the other surfels, as well as the shading geometries of 

potential surrounding buildings. During optimization with a mean radiation objective, surfels are 

expected to acquire orientations that maximize their performance and scale up to the maximum 

or scale down to disappearance according to their potential to improve the overall performance. 
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The maximized surfels dictate the envelope shape of the building. Depending on the selected 

resolution of the grid, each surfel can be interpreted as a façade element with a single-floor 

height, a larger façade element that extends to multiple floors, or even a smaller façade element, 

with multiple surfels along the Z-axis required to cover the complete floor height. 

Regarding the rotation parameters, three different ways were considered and implemented to 

represent a surfel’s orientation: axis-angle, quaternions, and Euler angles. Quaternions have 

better numerical properties and do not have singularities, but in the end, the Euler angles were 

selected due to their ability to be constrained within certain ranges in a more intuitive way. 

Specifically, extrinsic Euler angles using the ZXZ convention were used. 

The complete surfels representation was developed in Python, using NumPy for matrix 

operations, and converting the computed vertices and faces to Trimesh geometries for direct 

interface with the simulator. 

During experimentation, grids with a resolution of [5, 5, 5], [7, 7, 7], and [9, 9, 9] were used. 

Lower resolutions do not offer enough variability to meaningfully apply an optimization problem, 

while higher resolutions were too computationally expensive for this stage of the 

experimentation. It soon became obvious that a stochastic optimization process controlling a 

large number of individual geometries (between 125 and 729 square surfaces) tends to create 

results that appear ‘noisy’. Figure 4.6 shows such an example of an optimization result. The 

irregularity of these forms prevents them from being easily translated to building surfaces, 

considering the constraints that exist in the physical world.  
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Figure 4.6 Surfels grid optimized for solar gain using 500 independent free parameters (125 surfaces X 4 

degrees of freedom).  

Previous work on the geometric optimization of structural shells has identified a similar problem 

of optimization processes generating highly irregular forms (Michalatos & Kaijima, 2014). That 

work suggested a solution taking a signal processing perspective, using eigenvectors to modify 

individual nodes’ parameters.  Other work has used 2D Fourier Series to reduce the number of 

free parameters and create smooth, continuous geometries for a solar gain optimization problem 

(Kämpf & Robinson, 2010). Following these precedents, the variation of the elementary 

geometries was constrained through the use of spatial functions. A series of parametrized three-

dimensional waves were used as a relaxed generalization of the Fourier Series. The frequency of 

each of the X, Y, and Z dimensions (fx, fy, fz), the phase (φ), and the intensity (scale) of the waves 

are all controlled individually. Equations ( 4.7 ) and ( 4.8 ) detail the calculation of each of the four 

parameters (scale and 3d rotation) of a surfeli, i Î {0, …, gridResolution3 -1} given the number of 

wave functions nwaves, and the five system-wide free parameters for each wave j {scalej, fxj, fyj, 

fzj, φj } Î [0, 1]. The resulting surfel parameter depends on the surfel’s location (posX, posY, 

poxZ), where posX, posY, posZ Î [0, gridSide]. The maximum frequency hyperparameter maxf is 

fixed system-wide and was set to maxf = 1.5 after initial experimentation. The factor w is a 
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normalizing factor dependent on the dimensions of the total grid (gridSide), defined in Equation 

( 4.8 ). The total number of waves was set to two (nwaves = 2), after considering alternatives of 

one, two, or three waves. 

 

𝑃𝑎𝑟𝑎𝑚-*-!-#3'
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( 4.7 ) 

 𝑤 =	2 ∗ 𝜋 𝑔𝑟𝑖𝑑𝑆𝑖𝑑𝑒Z  ( 4.8 ) 

In conclusion, instead of modifying each individual surfel geometry along the four degrees of 

freedom, a set of wave functions controls each degree of freedom for all the elementary 

geometries of the system, reducing the number of free optimization parameters to 40 

(ndegreesOfFreedomX nwaves X nwaveParameters = 4 X 2 X 5 = 40), regardless of the selected resolution of 

the grid. The result is smoother transitions from each surfel to its surroundings, forming groups 

of surfels that can easily be interpreted as building facades, as shown in Figure 4.7. The trapezoids 

marked with dashed lines indicate how the surfels can form larger façade segments. 
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Figure 4.7 Surfels grid optimized for solar gain using 40 free parameters. The 500 geometric parameters 

are controlled by two 3-dimemsional waves.  

In practice, the surfels system was able to generate façade segments but not complete building 

envelopes. The optimal 3d orientation for a flat surface was found to be always south-facing for 

the location of Boston, MA, with small angle deviations for different shading configurations of 

other surfels and surrounding buildings. A study on shading configurations also showed limited 

sensitivity of the system to the positions of East and West shading obstructions. Therefore, other 

representations that are volumetric by nature were considered as better alternatives given the 

geometric constraints of a building shape. 

4.2.3. Orientable Cuboids 

The orientable cuboids representation was developed as the volumetric extension of the surfels. 

A three-dimensional square grid is fit on the site and an orthogonal cuboid is placed on each grid 

point. Each cuboid can be scaled along x, y, and z and can be freely rotated in space. The rotations 

were restricted to 90o around the X and Y axes and 180o around the Z axis. 
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Figure 4.8 Orientable cuboids. Steps 1-5 demonstrate how the system is used to generate building 

volumes through 3d scaling and rotations of the cuboids. 

Similar to the surfels system, each degree of freedom of a single cuboid is handled at the system 

level by a series of n three-dimensional waves using equation ( 4.7 ), where n was set to two 

(nwaves=2). The resolution of the grid can be adjusted in a way such that each cuboid roughly 

corresponds to the size of a room. A 5X5X5 grid was used in the experiments. Like the surfels, the 

cuboids were also implemented in Python. 

A series of modifications were applied to the initial formulation to facilitate the correspondence 

of cuboids aggregations to building volumes. First, the height of each cuboid was fixed as equal 

to the grid step. In this way, each cuboid, or room, always fills the full floor height. Second, to 

enable the formation of connected spaces for adjacent cuboids with a scaled width and height 

less than the grid step, an anisotropic scaling was introduced. Figure 4.9 details how each of the 

previously defined width and length scaling parameters W and L were replaced by a pair of 

parameters Wa, Wb and La, Lb, each controlling one direction of the width or height scaling 
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around the grid cell center. Third, to better define the distinction between built and unbuilt 

space, a hard threshold th was used to adjust the size of the cuboids. Cuboids with at least one 

of their sides scaled below th=0.35 were scaled down to zero, in practice being removed from 

the resulting geometry. To further bias the system towards distinguishing built from unbuilt 

cuboids, all the scaling parameters passed through a sigmoid function. Last, to further enable 

connectivity, especially for rotated cuboids, the maximum scaling was increased to 1.6 times the 

grid step, allowing substantial overlaps between cuboids.  

 
Figure 4.9 Left: Width and Length of the cuboid are symmetrically scaled around the grid cell center. 

Right: Anisotropic scaling of the width and length scaling of the cuboid. 

Figure 4.10 illustrates the effect of these changes on an optimization result where all other 

parameters have been kept the same. The geometry on the left is defined using the initial setup 

of the cuboids system, while the geometry on the right has cuboids with constant height, 

anisotropic scaling of the cuboids' width and length, sigmoid-modified scaling parameters, and 

smaller cuboids filtered out using a threshold th=0.35. The marked areas show how similarly 
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scaled cuboids along the X and Y axes are disconnected on the left solution but connected and 

forming a larger geometry on the right. Smaller cuboids such as those on the upper south and 

lower north areas of the solution on the left have disappeared from the updated solution on the 

right. 

 
Figure 4.10 South-east isometric view of optimized geometries using the initial (left) and updated (right) 

cuboid definitions. 

4.3. Single Problem Optimization 

Once the geometric system has been selected, the free parameters defined, the performance 

objective formulated, and the simulation software to evaluate the objectives configured, an 

optimal geometry can be obtained using any stochastic optimization algorithm. A Genetic 

Algorithm was used for experiments with a single objective and the evolutionary algorithm NSGA 

II was used for experiments with multiple objectives. The optimizations were performed using 

the Python library Pymoo (Blank & Deb, 2020) with the library’s default parameters for each 

algorithm.  
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4.3.1. Geometric Objectives 

To steer the morphology of the generated geometries towards more desirable forms during the 

optimization process, a set of secondary, geometry-related optimization objectives was added to 

the problem. In total, three metrics related to the geometric form were used.  

First, regarding the variation of the cuboids’ parameters along the three spatial axes, it became 

obvious that the rotation and the scaling parameters should be subject to different constraints. 

The scaling parameters are defining the built and unbuilt spaces and the rate of change should 

naturally be high close to the transition border. On the other hand, a high rate of change for the 

rotation parameters of a set of cuboids describing the built space results in highly irregular 

geometries that create unnecessary and undesirable spatial complexity. To steer the search of 

the design space away from such solutions, a rotational variance metric RotVar was defined as 

the mean of the local rotational variance of all cuboids, detailed in Equation ( 4.9 ), where ncuboids 

is the total number of cuboids in the grid. The local rotational variance is calculated as the 

weighted variance of the rotation parameters of the neighborhood of a single cuboid, detailed in 

Equation ( 4.10 ), where cuboidj, j={1, …7}, same as cuboidm, m={1, …, 7}, is the neighborhood of 

a cuboid defined as the cuboid’s six immediate neighbors and itself, and rotationk, k={1, 2, 3} 

represents the three rotational parameters. 

 𝑅𝑜𝑡𝑉𝑎𝑟 = 1 𝑛(<=)"1/Z < 𝐿𝑜𝑐𝑎𝑙𝑅𝑜𝑡𝑉𝑎𝑟(𝐶𝑢𝑏𝑜𝑖𝑑")
##*+,'-%

"%?

 ( 4.9 ) 
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( 4.10 ) 

Figure 4.11 shows two optimization results from an example problem with two objectives: 

minimization of radiation objective ( 4.4 ) and rotational variance objective ( 4.9 ). The geometry 

on the left has been selected to favor the radiation objective, while the geometry on the right 

favors the rotational variance objective. Both geometries present a smoother transition of 

orientations between neighboring cuboids than the geometries in Figure 4.10, which have been 

optimized using the radiation objective alone. 
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Figure 4.11 South-east isometric of optimized geometries examples using both radiation and rotational 

variance objectives. 

Regarding the cuboids’ connectivity, while the anisotropic scaling that was introduced earlier 

enables continuity of space between smaller cuboids, the solutions need to be biased in order to 

take advantage of this ability. This is evident in Figure 4.10 Right, where there is no such bias and 

as a result, the geometry includes some connected cuboids (south-east corner) but also many 

disconnected ones (north side). A preference for the adjacent cuboids’ connectivity can be 

expressed as part of the optimization objective in order to manifest in the generated geometries. 

Therefore, a proximity metric FacesProximity was defined, computed for all existing neighbors 

on the XY plane for every cuboid defined as built after the threshold is applied. Equations ( 4.11 ) 

and ( 4.12 ) describe the FacesProximity penalty, where Cuboidi is the i-th cuboid from the subset 

of built cuboids after the threshold th has been applied, and neighborVertexijk is the k-th vertex 

of the j-th immediate neighbor of the i-th cuboid on the XY plane. 
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Figure 4.12 shows two example results from an optimization problem using the radiation 

objective ( 4.4 ) and the faces proximity objective ( 4.11 ). Compared to Figure 4.10 and Figure 

4.11, these geometries have better connectivity of adjacent cuboids; all neighboring cuboids 

seem to be at least partially in contact, making it easier to interpret them as continuous, 

connected spaces of a building. 

 
Figure 4.12 South-east isometric of optimized geometries examples using both radiation and face 

proximity objectives. 
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Even though the FacesProximity objective can steer adjacent cuboids closer together, it does not 

affect the presence of single cuboids with no neighbors – for example, those marked in Figure 

4.12 Right, which remains a source of unrealistic – or unusual – building designs. In order to avoid 

single, disconnected cuboids and further promote larger aggregations of adjacent cuboids, a 

MeanValence metric was defined in Equation ( 4.13 ) based on the number of existing (built) 

immediate neighbors for each built cuboid. 
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 ( 4.13 ) 

Figure 4.13 shows two optimization results for a problem with radiation ( 4.4 ) and cuboid valence 

( 4.13 ) objectives. Contrary to Figure 4.11 and Figure 4.12 there are no single, disconnected 

cuboids in these geometries. 

 
Figure 4.13 South-east isometric of optimized geometry examples using both radiation and cuboid 

valence objectives. 

Next, the three metrics, that describe morphological attributes of a geometry instance using the 

cuboids system were combined into a single objective Jgeom as shown in Equation ( 4.14 ). The 
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weights frot, fprox and fval are hyperparameters subject to further tuning and, for these 

experiments, were set to frot = 1.0, fprox = 1.0, fval = 1/6.0. Minimizing this objective steers the 

solutions towards more desirable forms with less irregular rotations, better connected and less 

dispersed cuboids, as illustrated in Figure 4.14. 

 𝐽+-)! = 𝑓4)3 ∗ 	𝑅𝑜𝑡𝑉𝑎𝑟 + 𝑓L4)5 ∗ 	𝐹𝑎𝑐𝑒𝑠𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 + 𝑓M.* ∗ 𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑒𝑛𝑐𝑒 ( 4.14 ) 

 
Figure 4.14 South-east isometric of optimized geometry examples using both the radiation and the 

combined geometric objectives. 

4.3.2. Optimization Constraints 

Apart from the performance and geometry objectives of Equations ( 4.4 ) and ( 4.14 ), additional 

information related to the architectural program, location, plot shape, surroundings of the site, 

and potential building constraints such as the ones regulated by code need to be used to 

determine the geometric solutions.  

The architectural program determines the size of the building and can be expressed as the total 

volume of the geometry. During the initial phase of experimentation, the building volume was 

used as a constraint for the optimization problem, with a tolerance of up to 10% of the site 
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volume. The constraint Gvol is described in Equation ( 4.15 ), where MaxVol is the maximum 

available volume of the site, TargetVol is the required volume derived from the architectural 

program, and GeneratedVol is the volume of the generated geometry instance to be evaluated. 

 𝐺M)* = |𝑇𝑎𝑟𝑔𝑒𝑡𝑉𝑜𝑙 − 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝑉𝑜𝑙| − 	0.01 ∗ 𝑀𝑎𝑥𝑉𝑜𝑙,				𝐺M)* ≤ 0 ( 4.15 ) 

A similar constraint can be used for the area coverage, as dictated by code or design preference 

( 4.16 ). Regarding other building constraints, a maximum allowed height is considered ( 4.17 ). 

The plot shape together with the maximum allowed height define the available three-

dimensional space where the cuboids will be generated. Finally, the location, plot shape, and 

surroundings are direct inputs to the solar simulation software. 

 
𝐺.4-.N)M-4.+- = 	𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝐴𝑟𝑒𝑎𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 −𝑀𝑎𝑥𝐴𝑟𝑒𝑎𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒,

𝐺.4-.N)M-4.+- ≤ 0 
( 4.16 ) 

 𝐺'-"+'3 = 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝐻𝑒𝑖𝑔ℎ𝑡 − 	𝑀𝑎𝑥𝐻𝑒𝑖𝑔ℎ𝑡, 𝐺'-"+'3 ≤ 0 ( 4.17 ) 

4.4. Dataset Optimization 

The previous section described how optimal geometries for a single, fully defined problem can 

be generated. This section focuses on creating a set of problem definitions and obtaining 

optimization results for them in an efficient way. Given the already formulated objectives, a 

problem brief describes the simulation boundary condition and the optimization constraints. An 

appropriate sampling of both is necessary for compiling an inclusive synthetic dataset. 
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4.4.1. Optimization Constraints Sampling 

In the final dataset, geometries with varying volumes and areas need to be generated for each of 

the conditions defined above. The total built volume is important for two reasons. First, as 

already discussed, it is a metric related to the architectural program. In order to build knowledge 

about handling different building sizes, optimal geometries from the whole range of possible 

volumes need to be generated. Second, the aim of the framework is to build a system that 

suggests optimally performing geometries interactively at different stages of the design 

exploration. This means that regardless of the final building size, optimally performing 

geometries of various sizes will need to be generated.  

In addition, the built area coverage is another important attribute, enabling compliance with 

potential building constraints and design preferences, but also allowing more flexibility during 

the form-finding exploration even with partially completed solutions. 

One way to satisfy the requirement for this range of geometric solutions for a single site would 

be to use the constraints Gvol and Garea, described in Equations ( 4.15 ) and ( 4.16 ), or perhaps to 

relax these constraints and convert them to secondary optimization objectives Jvol and Jarea – for 

example, minimizing the squared difference of the generated quantity from the target one as 

shown in Equations ( 4.18 ) and ( 4.19 ). Then, multiple optimizations would be performed for 

each single site, each with different values for TargetVolume and TargetArea. 

 𝐽M)* = (𝑇𝑎𝑟𝑔𝑒𝑡𝑉𝑜𝑙𝑢𝑚𝑒 − 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝑉𝑜𝑙𝑢𝑚𝑒)C ( 4.18 ) 

 𝐽.4-. = (𝑇𝑎𝑟𝑔𝑒𝑡𝐴𝑟𝑒𝑎 − 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝐴𝑟𝑒𝑎)C ( 4.19 ) 
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In this work, instead, the geometric attributes are used as additional optimization objectives 

JsamplingVol and JsamplingArea, of a multi-objective optimization problem, formulated in such a way that 

the set of optimal solutions obtained from a single optimization process contains geometries with 

attributes from the whole range of interest. That is, instead of running multiple optimizations 

with a different target volume and target area for each building site, a single, multi-objective 

optimization is run that returns equivalent solutions.  

The formulation of the sampling objectives JsamplingVol and JsamplingArea relies on the fact that a 

typical multi-objective algorithm obtains a Pareto set of solutions approximating the Pareto front 

of the problem. The Pareto front is the set of non-dominated solutions and manifests the 

tradeoffs between the different optimization metrics. Therefore, to obtain a set of solutions for 

geometries with various volumes and areas, a tradeoff between these quantities and the primary 

objective of solar gain performance needs to be identified first. Intuitively, for a fixed site, a 

higher potential for solar gain performance is expected for smaller geometries, since there is 

more flexibility in taking advantage of the surrounding obstructions to improve performance. 

Location-specific factors also affect the results. In Boston, where the heating season is much 

longer than the cooling season, a geometry with a higher area coverage has better potential to 

use the winter sun and obtain optimal overall solar gain performance.  

A series of experiments supported these hypotheses. Figure 4.15 shows examples of multi-

objective optimization results using solar gain and volume objectives for a single simulation 

context after 100 generations. The top results were acquired using volume minimization, the 

bottom ones using volume maximization objective. On the right, each point of the scatterplots 

represents the performance of a single geometric solution. Green color represents the whole 
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optimization history, i.e., every geometry considered during the optimization process. Brown 

color represents the Pareto set obtained in the last generation. Red color is used to represent 

the performance of the example solution rendered on the left. In each scatterplot, the optimal 

solutions would occupy the bottom left corner of the plot. In the rendered geometries (left), 

warmer colors indicate better solar gain performance, while cooler colors indicate worse. 

As shown in Figure 4.15 Top, when a volume minimization objective was used together with the 

solar gain objective all the solutions obtained had a minimal volume. The Pareto set is almost a 

horizontal line (Figure 4.15 Top Right in brown color), with geometries of total volume between 

zero and 3m3 that have a very wide range of solar gain performances. This set is far from the 

desired solutions for the problem. In contrast, when a volume maximization objective was used, 

the optimal solutions included geometries with volumes from the whole possible range (Figure 

4.15 Bottom), with solar gain performance tradeoffs related to the geometry size. 
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Figure 4.15  Examples of multi-objective optimization results using solar gain (X-axis) and volume (Y-axis) 

objectives for a single simulation context. In the top row the volume  is maximized, in the bottom row the 

volume  is minimized. 

An inverse trend was observed regarding the area coverage. In the example of Figure 4.16, when 

the area coverage was used as a maximization objective, only geometries with coverage between 

78% and 88% were obtained (Figure 4.16 Top). However, when the area coverage was instead 

minimized, the solutions spanned a wider range between 20% and 35% (Figure 4.16 Bottom).  
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Figure 4.16 Examples of multi-objective optimization results using solar gain (X-axis) and area coverage 

(Y-axis) objectives for a single simulation context. In the top row the area coverage is maximized, in the 

bottom row the area coverage is minimized. 

Last, Figure 4.17 shows examples of optimization results where all three objectives of solar gain, 

volume, and area coverage were used. The three performance objectives cannot be easily 

visualized in a scatterplot, so a parallel coordinates graph has been used. Each solution is 

represented by a line, indicating the performance along the three axes. Optimal solutions would 

occupy the bottom area on each axes. The tradeoffs between the three objectives cause the 



 61 

optimized solutions to spread along the whole range of possible volumes (0 – 1000m3 in a 

10mX10m plot with 10m maximum height) and areas (0 – 100%), as shown in Figure 4.17. These 

results confirmed that a single, multi-objective problem can provide a diverse sampling of the 

volume and area constraints for the problem of optimal solar gain. 

 
Figure 4.17 Examples of multi-objective optimization results using solar gain, volume, and area coverage 

objectives for a single simulation context.  

The final volume and area objectives are given in Equations ( 4.20 ) and ( 4.21 ), respectively. The 

area coverage calculation was implemented using ray casting with a 35X35 grid. 

 𝐽/.!L*"#+O)*<!- = −𝑉𝑜𝑙𝑢𝑚𝑒 ( 4.20 ) 

 𝐽/.!L*"#+P4-. = 𝐴𝑟𝑒𝑎𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 ( 4.21 ) 
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4.4.2. Boundary Conditions Sampling 

The simulation boundary condition consists of the location, plot shape, and surrounding 

buildings. In this case study, only a single location is considered, therefore this section describes 

the plot shape and surrounding buildings sampling method. By extension, any time the term 

“boundary condition” appears in this dissertation, it will refer to these two elements. 

Given a selected location, various sites can be sampled from the real world using GIS data. 

Alternatively, synthetic data can be generated in a more generalized way. In this work, the sites 

are generated using a grid system. First, the maximum plot considered is defined as a square with 

a side of twenty-five meters (25m X 25m). A 5 X 5 grid is placed in this square (Figure 4.18a). A 

subset of the cells of this grid comprises the building plot. First, a number of cells are selected by 

randomly assigning a binary label to each cell (Figure 4.18b). Then, to avoid shapes that are 

excessively complex or disconnected, the convex hull of the selected cells’ center points is 

generated (Figure 4.18c). The final building plot consists of the cells whose centers are contained 

within this convex hull.  Padding of size one is added on all sides of the grid, resulting in a total 

grid of 7 X 7 cells (Figure 4.18d). Any cell that is not part of the building plot may contain part of 

the surrounding buildings.  

 
Figure 4.18 Steps for plot shape sampling. 
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The surrounding buildings are abstracted and represented on the same grid in the form of an 

incident solar radiation obstructions heightmap. Grid cells outside the convex hull are assigned 

heights between zero and the maximum height h Î [0, heightmax]. Heights can be assigned using 

different strategies. For example, to reflect the distribution of real-world heights in a specific 

location, existing building heights can be sampled using GIS data and form a distribution. Then, 

the obstructions heightmap can be sampled from this probability distribution.  

In this work a generalized strategy was used to generate heightmaps, either sampling from a 

uniform distribution or using a zone-based strategy. In the first case, each grid cell i is randomly 

assigned a height hi ~ U(0, heightmax). In the zone-based case, first, four obstructions zones are 

defined on the north, south, east, and west sides of the 7 X 7 grid, as shown in Figure 4.19. Then, 

a subset of zones is selected, and each zone j is assigned a height hj Î [0, heightmax]. Next, each 

grid cell I is assigned a height hi by adding some noise e to the corresponding zone height hj 

(Equation ( 4.23 )). 

 	hH~	𝑈(ℎ> − 𝑒, ℎ> + 𝑒) ( 4.22 ) 

Conflicts at corner cells are resolved at random on the zone level. In either case, grid cells that 

belong to the building plot are assigned zero heights.  
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Figure 4.19 Zones for obstruction configurations: a subset of  zones from (a, b, c, d) are  combined to 

form a single configuration. 

Figure 4.20 shows examples of resulting boundary conditions where the obstructions heightmap 

has been sampled using a uniform distribution. Figure 4.21 shows examples of resulting boundary 

conditions where the obstructions heightmap has been generated using the zone-based strategy. 

 
Figure 4.20 Examples of boundary conditions with uniformly sampled obstructions. 

 
Figure 4.21 Examples of boundary conditions with zone-based obstructions. 

A complete problem set is generated by combining each plot shape with a number of obstruction 

heightmaps. Figure 4.22 outlines the process of creating a set of m X n boundary conditions, by 

sampling n obstruction heightmaps for each of m plot shapes. 
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Figure 4.22 Generation of a problem set, containing m X n boundary conditions. 

 

Finally, during the geometry generation, the cuboids grid is placed inside the maximum plot 

square of 25m X 25m and up to the maximum height. Cuboids that fall outside the building plot 

are removed from the final geometry before it is evaluated. Since a 5 X 5 X 5 grid is used for the 

cuboids system, the projection of the cuboids grid coincides with the 5 X 5 grid inside the 
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maximum plot square. This was a choice to provide clarity during the system design and 

convenience in the next stage of data formatting; however, it is also possible to use different-

sized grids for the two systems. 

4.4.3. Dataset optimization 

To produce the final dataset, a total of 300 plot shapes were sampled using the grid method 

described in Boundary Conditions Sampling. Using these plot shapes, four different versions of 

datasets were created. Two conflicting considerations were the driving forces during this iterative 

process of dataset generation. First, the quality and granularity of data samples should be kept 

as high as possible to enable the training of an accurate and generalizable model which can be 

used for inference, as described in the next two chapters. Second, the computational cost should 

stay within reasonable limits for reasons of general efficiency and to allow the completion of this 

research in a timely manner. The four dataset versions are: v2.0, v2.01, v2.5, and v2.64.  

Dataset v2.0 

In the first version (v2.0), the 300 plot shapes were matched with one configuration of 

surrounding buildings each (m=300, n=1), using only the uniform sampling strategy, and resulting 

in a total of 300 unique boundary conditions. Each boundary condition was optimized using four 

objectives: solar gain ( 4.4 ), geometric objective ( 4.14 ), volume sampling ( 4.20 ), and area 

sampling ( 4.21 ). In addition, the area coverage was constrained below 70% and the volume 

 

4 The version numbered v1.0 was generated using a different underlying system and used in a pre-study (Ampanavos 

& Malkawi, 2021). 
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between 10% and 60% of the total site volume, using the constraints of Equations ( 4.23 ) and 

( 4.24 ), to keep the generated geometries within reasonable limits.  

 𝐺M)*<!- = max	 a𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝑉𝑜𝑙𝑢𝑚𝑒 − 0.6 ∗ 𝑆𝑖𝑡𝑒𝑉𝑜𝑙𝑢𝑚𝑒,0.1 ∗ 𝑆𝑖𝑡𝑒𝑉𝑜𝑙𝑢𝑚𝑒 − 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑑𝑉𝑜𝑙𝑢𝑚𝑒 b , 				𝐺M)*<!- ≤ 0 ( 4.23 ) 

 𝐺.4-. = 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝐴𝑟𝑒𝑎 − 0.7 ∗ 𝑆𝑖𝑡𝑒𝐴𝑟𝑒𝑎,				𝐺.4-. ≤ 0 ( 4.24 ) 

All the objectives and constraints were computed after the application of the threshold th=0.35 

to filter out smaller cuboids, as described in 4.2.3 Orientable Cuboids. During the calculation of 

the incident solar radiation, each cuboid-based geometry is passed to the simulator as a mesh 

object made up of disjoint boxes, each box having 12 triangular mesh faces. This means that 

“interior” mesh faces – faces in adjacent or intersecting cuboid groups that do not belong to the 

overall building envelope – were still present and contributed to the objective calculation. This 

decision was based on the assumption that their contribution would not significantly affect the 

optimization results, and motivated by a need to avoid the extra computational cost of further 

geometry processing. Each of the 300 optimizations was run for 200 generations with a 

population of 300 individuals.  The optimization results for the 300 boundary conditions of this 

dataset were obtained in 7 days, 15 hours, 24 minutes, and 28 seconds of compute time using 

multiprocessing on a Windows machine with an Intel® Core™ i5-6500 CPU @ 3.20GHZ. The 

average processing time for a single optimization run was approximately 37 minutes. 

Dataset v2.01 

Next, the 300 boundary conditions of v2.0 were optimized with an additional objective JareaHeight 

( 4.25 ),  defined as the sum of the products of each mesh face’s area (FaceArea) with the Z 
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coordinate of the face’s center (FaceCenterZ). The goal of this objective is to diversify the height 

distribution of the final solutions, which otherwise tend to extend all the way to the maximum. 

 𝐽.4-.Q-"+'3 = < 𝐹𝑎𝑐𝑒𝐴𝑟𝑒𝑎" ∗ 𝐹𝑎𝑐𝑒𝐶𝑒𝑛𝑡𝑒𝑟𝑍"

#!"#$%

"%?

 ( 4.25 ) 

Additionally, a post-processing step was added to the cuboid-generated geometries. A Boolean 

union operation was applied to the disjoint boxes of each solution before the calculation of any 

objective or constraint. This step ensured that faces on the interior of the resulting building did 

not contribute to the solar gain objective. During this process, the Boolean operation contributed 

an excessive computational load. Two different Boolean backends were used through the 

Trimesh library: Blender (Blender Foundation, 2021) and OpenSCAD (Kintel & Wolf, 2021). 

OpenSCAD was up to ten times slower5. The cause of the time intensity originates with Trimesh 

library’s Boolean implementation, which starts and terminates the 3rd party software during each 

single Boolean operation execution. To alleviate this problem, a C++ implementation of a mesh 

union operation was developed using the open-source library CGAL (CGAL, 2021) and compiled 

for use with Python. This offered a small speed improvement compared to using Blender through 

Trimesh. Each of the 300 optimizations was run for 200 generations with a population of 160 

individuals. The optimization results were obtained in 20 days, 15 hours, 59 minutes, and 54 

seconds of compute time, using multiprocessing on a Windows machine with an Intel Xeon CPU 

 

5 The greatest time increase was when executed on MacOS. 
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E5-2687W v3. The average processing time for a single optimization run was approximately 99 

minutes. 

To compare the solutions of the two datasets, the performance objectives of the optimal 

solutions acquired for v2.0 were recomputed after applying the Boolean union operation used in 

dataset v2.01 (Appendix B). Next, the optimized solutions of the two datasets that use the same 

simulation contexts were compared. A visual comparison of the solar gain-geometry volume 

distributions and a comparison of the hypervolumes with respect to the solar gain, volume, and 

area objectives did not show a clear advantage of using the union operation during optimization. 

The hypervolume for dataset v2.0 was found on average to be greater than that of dataset v2.01 

by a small margin (MPE: 5%). Consequently, the next dataset iterations did not use the union 

operation, to avoid the increased computational cost. 

Dataset v2.5 

For dataset v2.5, the 300 plot shapes of v2.0 were filtered for duplicates, and a subset of 228 

unique plot shapes was selected. Each plot shape was combined with four surrounding building 

cases (m=228, n=4). The uniformly sampled obstructions of v2.0 were maintained, and three new 

cases were added using the zones of Figure 4.19. The subset of zone configurations that were 

used included either no zones or one of the four zone combinations: ab, bc, cd, da. Each zone j 

was assigned a height hj Î {0.5 * hmax, 0.9 * hmax}, and each grid cell was sampled using Equation 

( 4.23 ) with e=0.1*hmax. Each of the resulting 684 simulation contexts was optimized for 200 

generations with a population of 200 individuals, using the same objectives, constraints, and 

general process as the one described for the dataset v2.0. Optimization results for 658 files were 

obtained in 6 days, 19 hours, 52 minutes, and 44 seconds (μ=15 minutes) on a Windows machine 
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with an Intel Xeon CPU E5-2687W v3. Another 27 optimization results were obtained in 1 day, 2 

hours, 20 minutes, and 45 seconds  (μ=59 minutes) on a Windows machine with an Intel® Core™ 

i5-6500 CPU @ 3.20GHZ. 

Dataset v2.6 

Last, the dataset v2.6 was based on the 228 plot shapes of dataset v2.5, but the 3 zone-based 

configurations were replaced by 6 new configurations sampled from the following 11 options: 

either no obstructions, or any two or three-zone combination. The cells of each zone were 

sampled using Equation ( 4.23 ) with e=0.05*hmax, and each zone height was randomly sampled 

between zero and the maximum height hj ~ U(0, hmax). The 1368 simulation contexts were 

optimized following v2.5. The optimization results were obtained in 14 days, 9 hours, 39 minutes, 

and 16 seconds of compute time (μ=15 minutes), on a Windows machine with an Intel Xeon CPU 

E5-2687W v3. 

All optimizations were performed using the evolutionary algorithm NSGA II. With the exception 

of population size and maximum number of generations, all optimization parameters were kept 

at the Pymoo library’s default values. The last generation of each optimization was selected to 

represent the set of optimally performing geometries for each problem.  

The datasets v2.0, v2.5 and v2.6 were generated progressively, in response to limitations that 

were revealed after evaluating the processes of VAE learning and inference, detailed in the next 

two chapters. 

Figure 4.23, Figure 4.24, and Figure 4.25 depict some examples of optimized geometries from 

dataset v2.6 and their corresponding performance graphs for three different boundary 

conditions. The parallel coordinates graphs on the right show the evaluated objectives for each 
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geometry considered during the optimization. The optimal solutions (in brown color) for each 

boundary condition include geometries with volume and area coverage that span the whole 

allowed range. In addition, each boundary condition includes geometries of diverse morphology, 

as demonstrated with the rendered samples, also indicated by the breadth of the geometric 

objective evaluations. 
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Figure 4.23 Left: South-east isometric of optimization examples from dataset v2.6 from a single 

boundary condition (cond000).  
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Figure 4.24 South-east isometric of optimization examples from dataset v2.6 for boundary condition 

‘cond001’. The color-coding is the same as for Figure 4.23. 
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Figure 4.25 South-east isometric of optimization examples from dataset v2.6 for boundary condition 

‘cond004’. The color-coding is the same as for Figure 4.23. 
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4.5. Performance Evaluation 

In order to further evaluate the quality of the results produced from the optimization process 

with respect to solar gain, a series of additional simulations were performed. First, a random 

subset from the optimized data was selected. In total 80 samples were drawn, coming from 10 

unique boundary conditions. Any overlapping/interior segments of the mesh faces were 

removed by performing a Boolean union operation for all the individual cuboids.  Next, the mesh 

geometries were imported to the Grasshopper 3d environment where a series of incident 

radiation simulations were run for the cooling and heating periods. Mesh faces identified as floor 

slabs were removed from the simulated geometries. The simulations were performed using 

Ladybug’s LB Incident Radiation component, with the same cumulative sky matrix and date 

ranges as the ones described in Performance objective formulation. The total incident radiation, 

the radiation intensity per face, and the individual face areas were recorded for each simulation.  

The simulation results are compared against two sets of baselines. Each baseline geometry is 

generated as a cube with a volume equal to that of the respective optimized geometry. In the 

first baseline set, the cube geometry is placed centrally within the reference context, as 

demonstrated in Figure 4.26 Right. In the second set, no shading geometries are considered. The 

solar radiation simulations for the baselines were performed following the same process as for 

the optimized geometries. 
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Figure 4.26 Left, an optimized geometry, colored with incident radiation intensity values for the winter 

period. The shading geometries are outlined and shaded in gray. Right, a corresponding baseline with 

the same volume. Simulations were performed using Ladybug. 

Figure 4.27 shows the distribution of radiation intensity per square meter (m2) for a 

representative example from the simulated geometries. During winter, the optimized geometry 

includes faces with radiation intensity higher than both the shaded and the free-standing 

baselines, indicating a higher performance. During summer, the maximum radiation intensity on 

the optimized geometry is approximately the same as for the free-standing baseline. The area 

under the curve represents the total area of the geometry. The optimized geometry envelope 

area is larger than the baseline area, which contributes to a higher total radiation received during 

both winter (2,046,015kWh > 1,298,938kWh) and summer (529,821kWh > 354,789kWh) periods. 
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Figure 4.27 Histograms of incident radiation intensity for heating (Top) and cooling (Bottom) periods for 

a single optimized geometry from dataset v2.6 and the two corresponding baselines. 

A similar pattern is observed for all 80 simulated samples compared to their corresponding 

baselines, as shown in Figure 4.28. During both summer and winter, the total incident radiation 

on the optimized geometries always exceeds that of the shaded baselines, and in most cases, it 

exceeds the radiation received by the free-standing baselines as well. While this is desired for the 

winter period, it creates adverse conditions during the summer period. The reason why this 

happens, even though the optimization objective considers both winter and summer periods, is 

that in the selected location, Boston, the heating period is much longer, resulting in higher 

absolute values for the heating objective than for the cooling objective. Therefore, the 
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optimization process is primarily driven by the heating objective, while the cooling objective acts 

as a regularizer.  

Indeed, a comparison of the beneficial, winter radiation to the harmful, summer radiation shows 

that the increase of beneficial radiation is much larger than the increase of harmful radiation 

(Figure 4.29). On average, the total incident radiation increased by 586,926 kWh for the winter 

period, an 83% increase compared to the shaded baselines. On the other hand, during summer, 

the total radiation increased only by 146,075 kWh on average, which is a 75% increase compared 

to the shaded baselines. 

 
Figure 4.28 Bar charts comparing the total incident radiation during the heating (Top) and cooling 

(Bottom) periods for 80 randomly selected optimized geometries from dataset v2.6, and their 

corresponding baselines. 
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Figure 4.29 Mean total incident radiation during heating (Left) and cooling (Right) periods for the 80 

selected samples from dataset v2.6, and their corresponding baselines. 
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5. Learning the Optimal Distribution 

This chapter describes the process of creating a ML generative model to approximate the 

distribution of the optimized data produced in Chapter 4. For this task, a VAE is used, because of 

its natural ability to create a latent space. Mapping the data to a reduced, structured, and 

continuous space facilitates constrained sampling, which is necessary for the quick generation of 

geometric solutions, detailed in the next chapter.  

This chapter starts with a brief introduction to the VAE and its training process. The next two 

sections discuss data formatting and model architecture. Right after, loss functions for the 

different data types in the dataset are introduced. A set of loss terms related to performance 

aspects of the geometries are suggested and incorporated into the loss function. The next section 

discusses the training process, comparing the different dataset versions and detailing aspects of 

the model’s hyperparameter tuning. More specifically, the learning rate, the weights for the 

various loss terms, and the effect of the performance-related losses are detailed. Finally, the 

trained model is evaluated on the test set reconstruction using error metrics, building 

performance simulations, and visual comparison of examples. 

Figure 5.1 outlines the whole process depicting its iterative nature. At various stages, training 

results inform the dataset generation, data formatting, model architecture, loss functions, and 

hyperparameters.  
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Figure 5.1 The iterative process of model training. 

5.1. VAE – Intro 

The VAE (Kingma & Welling, 2014) is a probabilistic model consisting of an encoder function 

E(x)=z and a decoder function D(z)=x. The encoder E maps the original data to a lower-

dimensional space, the latent space, by estimating a probability distribution. The decoder 

function D performs the inverse task, mapping samples from the latent space to the original data 
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space. Both the encoder E and the decoder D are approximated by neural networks trained in a 

self-supervised way, on the task of data reconstruction. Equation ( 5.1 ) shows the three steps 

for data reconstruction through the VAE6, where x is the data, zμ and zσ are the mean and 

standard deviation of a Gaussian distribution, and x’ is the reconstruction of x.  

 𝐸(𝑥) = L𝑧R 	, 𝑧SW, 𝑧~𝒩L𝑧R 	, 𝑧SW, 𝐷(𝑧) = 𝑥′ ( 5.1 ) 

The training objective is defined as the data reconstruction loss plus a regularizer. The 

reconstruction loss encourages the decoder to learn to reconstruct the data. The regularizer is 

typically the Kullback-Leibler divergence (KL-divergence) of the approximate posterior (i.e. the 

encoder’s distribution) from the prior (commonly chosen as a zero-centered Gaussian 

distribution) (Kingma & Welling, 2014). After a VAE has been trained, the decoder function can 

be isolated and used as a generative model that samples the latent space and generates data 

instances from the original distribution.  In this work, the decoder can be used to generate 

samples of boundary conditions and corresponding optimal geometries. 

5.2. Data Formatting 

The first step for using a ML model is to appropriately format the data, i.e. to convert the 

boundary conditions and corresponding geometries to a vectorized form. The plot shape is by 

nature two-dimensional, and the surrounding buildings can be easily represented by a two-

 

6 In practice, training the VAE is possible using the re-parametrization trick that enables backpropagation of the 

gradients through the approximate posterior distribution sampling step (Kingma & Welling, 2014). 
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dimensional height map. The two elements are combined into a single two-dimensional 

representation with two channels and resolution 7 X 7. One channel contains binary values for 

the plot shape mask, the other contains continuous values for the surrounding buildings' 

heightmap.  

On the other hand, the optimized geometries are three-dimensional. In ML, there are three 

primary ways to describe geometric data: single or multi-view images, voxels, and point clouds 

(Lun et al., 2017). More recently, signed Distance Functions (SDF) have also been used with 3d 

generative models (Kleineberg et al., 2020; Park et al., 2019). In this work, the optimized 

geometries in the dataset have been created as cuboid elements on a three-dimensional grid, 

resembling some aspects of a voxel representation. However, in contrast to voxels that are fixed 

elements and only have one channel containing binary values, each element in the Orientable 

Cuboids representation is transformable, with multiple degrees of freedom. Therefore, each 

degree of freedom is represented in a separate channel, taking continuous values between zero 

and one.  

During optimization, seven parameters were used to fully define a cuboid: three parameters 

representing rotation (Euler angles), and four parameters representing anisotropic scaling (Figure 

4.9). However, the distance between vectors representing Euler angles may not be 

representative of the actual angle difference, making the respective loss estimation during model 

training problematic. Therefore, the 3d rotations of the cuboids were instead represented using 

the cosine and sine of the Euler angles, which avoid angle representation discontinuities around 

0, due to their periodic nature. After this transformation, the 3-dimensional representation used 

for the ML model has ten channels: six representing the rotation and four representing the 
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anisotropic scaling parameters. The resolution of the 3d grid is 5 X 5 X 5, reflecting the resolution 

of the Orientable Cuboids used during the optimization process. 

The two-dimensional boundary conditions and the three-dimensional geometries can be jointly 

used without further processing with a multi-input, multi-output VAE. Alternatively, they can be 

merged into a single, three-dimensional representation. In order to merge the two, the 5 X 5 X 5 

X 10 (x, y, z, channels) tensors representing the geometries are first padded with zeroes to match 

the footprint of the boundary conditions, resulting in 7 X 7 X 5 X 10 tensors. Then, the 7 X 7 X 2 

tensors representing the boundary conditions are similarly expanded along the Z-axis with 

zeroes, resulting in 7 X 7 X 5 X 2 tensors. The two tensors are concatenated into a single tensor 

with 12 channels in total. 

5.3. Model Architecture 

A multi-input, multi-output encoder can be created as shown in Figure 5.2, where the geometries 

and the boundary condition inputs are concatenated into a single, one-dimensional vector after 

they have passed through a series of 3d or 2d convolutions respectively.  The concatenated vector 

is projected to the latent space through one or more fully connected layers. The decoder follows 

a mirrored architecture. This architecture can be particularly useful for problems where the 

boundary conditions and the solutions (geometries) represent quantities of different nature. 

However, in this work merging the boundary conditions and the solutions into a single 

representation is easily achievable. Furthermore, the boundary condition has a spatial structure 

that directly affects that of the solutions. Therefore, a single, three-dimensional representation 

was selected (Figure 5.3), since it enables information from both the boundary conditions and 

the solutions to be processed jointly throughout the whole neural network, allowing their 
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relationships to be better identified. Early experimentation results were in favor of the single 

input-output model as well. 

 
Figure 5.2 Multiple input-output VAE model. 

 
Figure 5.3 Single input-output VAE model. 

The VAE that was used has an encoder consisting of three 3d convolutional layers followed by a 

flattened layer and a fully connected layer with size twice the dimensionality of the latent space. 

Each convolution has kernel size 3 with step size 1, and is followed by a ReLu activation and batch 

normalization (Ioffe & Szegedy, 2015). Each convolution has 16, 32, and 64 filters respectively. 

The decoder consists of a fully connected layer with 7,840 units that gets reshaped to a 7 X 7 X 5 

X 32 tensor and is followed by three 3d transpose-convolutional layers and an output layer. 

Similar to the encoder, each transpose convolution has kernel size 3 with step 1, and is followed 
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by a ReLu activation and batch normalization. The number of filters are 64, 32, and 16 

respectively. The output layer is a transpose convolution layer with kernel size 1, step 1, and 12 

channels. During inference, the output passes through a sigmoid function. Latent spaces with 64, 

128, or 256 dimensions were used. 

5.4. Loss Function 

5.4.1. Per-data type loss 

Each datapoint of the dataset contains information of three different kinds. First, the optimal 

geometries take continuous values between zero and one [0, 1]. Second, the surrounding 

buildings heightmap also takes continuous values between zero and one [0, 1]. Third, the plot 

shape mask takes binary values {0, 1}. Consequently, the reconstruction loss was split into three 

terms where each refers to the reconstruction loss of the particular data, as shown in Equation 

( 5.2 ). In each case, the data type and likelihood distribution determine the loss functions that 

can be used. For the plot shape mask, the binary cross-entropy was used, which corresponds to 

the log-likelihood of Bernoulli distributed data. For the geometries, the selected loss function 

was the binary cross-entropy with a normalizing constant, which corresponds to the log-

likelihood of a continuous Bernoulli distribution, introduced by Loaiza-Ganem and Cunningham 

(2019) for continuous [0, 1] data. Alternatively, the use of a structural error (SSID) (Wang et al., 

2004) was explored. The use of SSID in generative networks has been suggested as a superior 

loss function before (Ghojogh et al., 2020; Kancharla & Channappayya, 2018; Parimala & 

Channappayya, 2019); however, it failed to produce good results here due to the low resolution 

of the dataset. Finally, the continuous Bernoulli log-likelihood and the simpler L1 distance worked 
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equally well for the obstruction heightmap data, and the L1 distance was chosen for the final 

versions of the model. 

 𝐿𝑜𝑠𝑠4-()#/34<(3")# = 𝐿𝑜𝑠𝑠+-)!-34"-/ + 𝐿𝑜𝑠𝑠L*)3,'.L- + 𝐿𝑜𝑠𝑠/<44)<#1"#+/ ( 5.2 ) 

For the plot shape and surrounding buildings heightmap channels, the loss is calculated on the 

single XY plane with z=0, to facilitate the training and avoid unnecessary gradients from the ‘filler’ 

data, which is anyway ignored in the interpretation of the reconstructions.  

5.4.2. Masking 

During optimization, the plot shape mask is used to cull out all cuboids that fall outside of the 

buildable site. The same technique is applied to the data generated by the VAE. The predicted 

plot shape is used as a mask for the predicted geometry, setting to zero all values that fall outside 

the building plot. By calculating the geometry loss after the mask has been applied, unnecessary 

gradients over invalid cuboids are avoided and training becomes more efficient. The same 

masking process is also applied to the surrounding buildings heightmap channel. 

5.4.3. Performance Loss 

The reconstruction loss of Equation ( 5.2 ) forces the VAE to learn how to encode and decode 

data to and from the latent space, preserving all the geometric information during the process. 

However, it is also important to ensure that the building performance of the geometries is 

preserved. In this work, building performance can be interpreted as a derived property of the 

data.  

In general, similar data points are expected to have similar performances, and a data point that 

is reconstructed through the trained VAE should have the same performance as the original data. 
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In practice, however, it may be difficult to achieve satisfactory matching of performance when 

the VAE is trained solely using a generic metric of the geometric parameters’ error. In order to 

focus the training on the specific aspects of the geometries that affect their performance, a set 

of additional, performance-based error metrics can be used. One constraint during the 

formulation of such metrics is that they need to be calculated through differentiable functions. 

This is due to the nature of the training process of neural networks, which relies on the 

backpropagation of the loss function’s gradients. 

In this work, three quantities of interest are identified: the solar gain performance ( 4.4 ), the 

volume, and the area coverage of the geometries. Raytracing-based solar radiation simulations 

are not differentiable and cannot be used in a loss function. One way to overcome this problem 

is to create a differentiable surrogate model for the solar gain calculation. The robustness of such 

a surrogate model is crucial to ensure that it can lead the generated geometries towards forms 

of desired performance. A neural network could be used as such a surrogate. However, training 

this model would require a synthetic dataset containing a variety of forms with a wider range of 

performances than those of the optimized data that comprise the current datasets. After further 

consideration and evaluation of the VAE reconstructions without such a solar radiation loss term, 

potential benefits of developing a solar radiation surrogate were considered minimal in the scope 

of this work, and this path was not explored further. The viability of a surrogate for the purpose 

of improving the VAE reconstructions performance remains an open question for future research. 

On the other hand, the calculation of the building geometry volume using the geometric 

parameters contained in the dataset is easy to achieve in a straightforward way. Equation ( 5.3 ) 

shows the function to calculate the cuboid-based geometry volume, where w, l, h are the width, 
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length, height parameters of a cuboid, and wAi, wBi, lAi, lBi are the anisotropic width and length 

scaling parameters – detailed in Figure 4.9 – contained in channels 6–10 of the data. The 

normalizing factor cvol accounts for the data scaling and can be dropped during training.  

 

𝑉 = 	 𝑐M)* ∗ < 𝑤𝑖 ∗ 𝑙𝑖 ∗ ℎ"

(<=)"1/T<"*3

"%&

= 	𝑐M)*

∗ < (𝑤P" +𝑤T") ∗ (𝑙P" + 𝑙T") ∗ ℎ"

(<=)"1/T<"*3

"%&

,				ℎ" = 1.0 

( 5.3 ) 

In contrast to the volume, there is no mathematical formula to calculate the projected area of 

the orientable cuboids’ geometries. However, if the rotation angles are disregarded, under the 

assumption that off-plane rotations from the XY plane are typically small in the dataset, a simple 

differentiable approximation of the projected area is possible. An observation of the geometric 

forms included in the dataset (Figure 4.23, Figure 4.24, Figure 4.25), confirms that this 

assumption is safe to make. Then, the projected area Aproj can be approximated as the sum of the 

cuboids’ base areas AreaWL (Equation ( 5.5 )) of the largest cuboids from each column (i, j) of the 

three-dimensional grid where i, j, k are the indices in X, Y, Z (Equation ( 5.4 )). 

 𝐴L4)> = < max	(𝐴𝑟𝑒𝑎𝑊𝐿L𝑐𝑢𝑏𝑜𝑖𝑑">BW, 𝑘 = {0, 1, 2, 3, 4})
U

"%>%&

 ( 5.4 ) 

 𝐴𝑟𝑒𝑎𝑊𝐿(𝑐𝑢𝑏𝑜𝑖𝑑") = 𝑤𝑖 ∗ 𝑙𝑖 = 	 (𝑤P" +𝑤T") ∗ (𝑙P" + 𝑙T")	 ( 5.5 ) 

During optimization, cuboids that were scaled below a predetermined threshold th were 

removed from the resulting geometry. In a similar way, geometries generated by the VAE are 
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filtered with the same threshold.  The filter is not applied during the calculation of the geometry 

loss, to ensure smoother gradients. In contrast, the performance-related losses are calculated 

after the filter has been applied, to reflect the actual performance of the generated geometries. 

The loss function for the volume Lossvol and the loss function for the area projection Lossarea are 

described in Equations ( 5.6 ) and ( 5.7 ), where y is the original datapoint and x the reconstruction, 

maskpredictedSite is the predicted site mask detailed in Equation ( 5.8 ), and maskthreshold is the 

threshold-derived mask where th=0.35 reflects the optimization process hyperparameter th, as 

detailed in Equation ( 5.9 ). 

 𝐿𝑜𝑠𝑠M)*(𝑥, 𝑦) = a𝑉(𝑦)) − 𝑉L𝑥 ∗ 	𝑚𝑎𝑠𝑘L4-1"(3-1,"3-(𝑥) ∗ 	𝑚𝑎𝑠𝑘3'4-/')*1(𝑥)Wb
C
 ( 5.6 ) 

 

𝐿𝑜𝑠𝑠.4-.(𝑥, 𝑦)

= a𝐴L4)>(𝑦)) − 𝐴L4)>L𝑥 ∗ 𝑚𝑎𝑠𝑘L4-1"(3-1,"3-(𝑥)

∗ 	𝑚𝑎𝑠𝑘3'4-/')*1(𝑥)Wb
C
 

( 5.7 ) 

 𝑚𝑎𝑠𝑘L4-1"(3-1,"3-(𝑥) = �
0 𝑖𝑓	𝑥L*)3,'.L-" < 0.5
1 𝑖𝑓	𝑥L*)3,'.L-" ≥ 0.5� ( 5.8 ) 

 𝑚𝑎𝑠𝑘3'4-/')*1(𝑥) = �0 𝑖𝑓	𝑥" < 𝑡ℎ
1 𝑖𝑓	𝑥" ≥ 𝑡ℎ� ,				𝑡ℎ = 0.35 ( 5.9 ) 

5.4.4. Beta VAE 

To achieve better generalization and latent space disentangling, a beta-VAE (Higgins et al., 2016) 

was used instead of the original VAE, with beta = 2.0. Therefore, the loss function takes the form 

of Equation ( 5.10 ). 
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𝐿𝑜𝑠𝑠 = 	2.0 ∗ 𝐿𝑜𝑠𝑠VW + 𝐿𝑜𝑠𝑠+-)!-34: + 𝐿𝑜𝑠𝑠L*)3,'.L- + 𝐿𝑜𝑠𝑠/<44)<#1"#+/ + 1𝑒

− 4 ∗ 𝐿𝑜𝑠𝑠M)* + 10.0 ∗ 	𝐿𝑜𝑠𝑠.4-. 
( 5.10 ) 

5.5. Training 

Each dataset was split into three parts: training, validation, and test set. Samples that share the 

same boundary condition were not separated, so that each boundary condition only appears in 

one of the three subsets. The exact division is shown in Table 5.1 below. The test set is used to 

report results in the next subsection (Training: Dataset Comparison) and the final section of this 

chapter (Evaluation). The validation set was used during the model architecture selection and 

hyperparameter tuning. All results of this section (Training) except for the Dataset Comparison 

are evaluated using the validation set. 

Table 5.1 

 Training 
samples 

Training 
conditions 

Validation 
samples 

Validation 
conditions 

Test 
samples 

Test 
conditions 

v2.0 61,200 204 15,300 51 13,500 45 

v2.5 167,400 744 18,000 80 19,800 88 

v2.6 262,500 1,225 28,500 133 51,000 238 

 

The VAE model was implemented using the Python library TensorFlow (Abadi et al., 2016) and 

trained using the Adam optimizer (Kingma & Ba, 2017) with batch size 128. The loss was 

calculated as the single sample Monte Carlo estimate of the expectation (Convolutional 

Variational Autoencoder | TensorFlow Core, n.d.), using the loss function of Equation ( 5.10 ). The 

model was trained using Google Cloud Services on a NVIDIA Tesla V100-SXM2-16GB GPU for 400 
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epochs with dataset v2.0, or 200 epochs with datasets v2.5 and v2.6, for time durations ranging 

from two to two and a half hours.  

5.5.1. Dataset Comparison 

This subsection explains the iterative process and the reasoning behind the creation of the three 

dataset versions. Each of the later versions was created in response to limitations of the previous 

one, which were revealed after training the VAE model. The main differences between the three 

dataset versions, introduced in Chapter 4: Dataset Optimization, are summarized in  

 Table 5.2 for clarity. 

 Table 5.2 

 Number of plot 
shapes 

Obstructions 
sampling 
method 

Pool of zone 
combinations 

Obstructions 
heights values 
(normalized) 

v2.0 300 1 uniform 0 [0, 1] 

v2.5 228 
1 uniform + 

3 zone-based 
5 

{0,  

[0.4, 0.6],  

[0.8, 1.0]} 

v2.6 228 
1 uniform + 

6 zone-based 
11 [0, 1] 

 

A VAE trained using dataset v2.0 could reconstruct data samples in a convincing way, regarding 

their plot shapes and geometries. However, it failed to produce a good reconstruction of the data 

samples’ obstructions, even after extensive experimentation with hyperparameters and network 

architecture. This failure is attributed to the difficulty of reproducing the heightmap values drawn 
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from independent uniform distributions. Furthermore, the VAE was not able to reconstruct 

obstructions with more structured shapes, since no such examples were included in the dataset. 

This led to the creation and use of dataset v2.5. A VAE trained on dataset v2.5 achieved a 

significant improvement in reconstructing obstructions while maintaining or improving the 

reconstruction quality for plot shapes and geometries. The addition of structured obstructions in 

dataset v2.5 did improve not only the reconstruction of similar well-defined shapes but also the 

reconstruction error on the uniformly sampled obstructions of dataset v2.0. However, the 

restricted sampling of heights and arrangements of obstructions for dataset v2.5 did not allow 

good generalization to off-domain cases. Obstructions with normalized heights different than 0, 

0.5, or 1 and obstruction configurations not in the dataset could not be accurately reproduced. 

Finally, dataset v2.6 was created and used to alleviate the previous limitations. A VAE trained on 

dataset v2.6 improved the reconstruction error not only for the v2.6 test set obstructions but 

also for the test set obstructions of v2.5. 

Table 5.3 shows the mean absolute error (MAE) of obstructions, for VAE models trained on each 

of the three datasets and tested on all the datasets. Similarly, Table 5.4 shows the MAE of plot 

shape reconstructions. The VAE trained on dataset v2.6 achieves the best overall performance. 

The VAE trained on v2.0 is evaluated at 250 epochs and the models for v2.5 and 2.6 for 200 

epochs, where their training seems to have converged (Figure 5.4). 
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Figure 5.4 Convergence graphs of validation sets for VAE models trained on dataset v2.0, v2.5, and v2.6. 

Individual error terms are plotted in each graph. These graphs only show convergence and are not 

directly comparable since the loss is evaluated on a different dataset for each model. 

Table 5.3 

Test set error for 
obstructions Trained on v2.0 Trained on v2.5 Trained on v2.6 

MAE on v2.0 0.232 0.166 0.185 

MAE on v2.5 0.250 0.112 0.105 

MAE on v2.6 0.256 0.135 0.089 
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Table 5.4 

Test set error for 
plot shape Trained on v2.0 Trained on v2.5 Trained on v2.6 

MAE on v2.0 0.036 0.014 0.013 

MAE on v2.5 0.046 0.030 0.030 

MAE on v2.6 0.051 0.031 0.031 

 

Following the layout of Table 5.3, Figure 5.5 demonstrates examples of obstruction heightmap 

reconstructions using VAEs trained on dataset v2.0 (model-v2.0), dataset v2.5 (model-v2.5), and 

dataset v2.6 (model-v2.6). Each row contains a sample from datasets v2.0, 2.5, and 2.6, and the 

three reconstructions. 

In the top row, the reconstruction using model-v2.0 stylistically resembles the original; however, 

it fails to accurately reproduce individual values. In the second and third rows, the model-v2.0 

wrongfully generates heightmaps in empty areas of the original sample. In contrast, model-v2.5 

did not preserve the checkered appearance of dataset v2.0 samples, but it created 

reconstructions where neighboring values of the obstructions have been averaged. Figure 5.5 

Top-column 3 shows how brighter areas (top left and bottom right) and darker areas (bottom left 

and top right) have been overall preserved even though in a blurry form. Model-v2.5 accurately 

reconstructed the dataset v2.5 and improved the reconstructions of dataset v2.6. Finally, model-

v2.6 had similar results for dataset v2.0 (Figure 5.5 Top Right) and dataset v2.5 (Figure 5.5 Center 

Right). In addition, it better reconstructed the more complex zone-based obstructions of dataset 

v2.6 (Figure 5.5 last row). 
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Figure 5.5 Left column: obstruction heightmap samples drawn from the test sets of dataset v2.0 (Top), 

dataset v2.5 (Center), and dataset v2.6 (Bottom). Columns 2-4: reconstructions using models trained on 

datasets v2.0, v2.5, and v2.6, in order. 

Given the better reconstruction quality of the boundary conditions when training on dataset v2.6, 

this dataset was selected. Consequently, all results reported in the next sections have been 

evaluated using the dataset v2.6. 

5.5.2. Hyperparameter Tuning 

Several parameters regarding the model architecture and the training process were explored and 

the best ones were picked based on model evaluations using the validation set. This process is 

often called hyperparameter tuning, and may involve the number of convolutional filters and 
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kernel sizes, the learning rate, the loss function tuning, etc... Next, more details are provided 

regarding the learning rate and the tuning of the loss function. 

5.5.2.1. Learning Rate  

During the hyperparameter tuning, the various terms of the validation loss were recorded 

separately to provide better insights into the process. A comparison of Figure 5.6 and Figure 5.7 

demonstrates why this is important. The training graphs for two models with different learning 

rates are shown. Figure 5.6 shows the Evidence Lower Bound (ELBO), which equals to the 

negative total loss. Both the training and the validation ELBO show that training has converged 

at around 200 epochs without signs of overfitting for both models. The model with the higher 

learning rate may also have converged at a better point since it has a slightly higher ELBO. 

However, a closer inspection of the individual error terms in Figure 5.7 reveals different 

information. The boundary condition terms (plot shape and obstructions reconstruction errors) 

of the model with the higher learning rate start overfitting at around 20 epochs and their error 

keeps going up beyond that point (Figure 5.7 second row). However, the rest of the loss terms 

included in the ELBO obscure this fact. On the other hand, a lower learning rate marginally 

increases the loss for the geometries but prevents overfitting and leads to a lower loss for the 

boundary conditions. An accurate representation of the boundary conditions in the latent space 

is important to enable a meaningful navigation of the space and retrieval of the appropriate 

geometries. Therefore, the best choice is to use either the higher learning rate for 20 training 

epochs or the lower learning rate for 200 epochs. The second option was chosen, because it 

achieves a lower boundary condition error, with a slightly higher but more stable geometric error. 
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Figure 5.6 Training (solid) and validation (dashed) negative loss (ELBO) during the training of the same 

VAE with different learning rates. Both models appear to be converging smoothly. 

 
Figure 5.7 Breakdown of individual loss terms on validation sets of the two VAEs from Figure 5.6. The 

VAE with the higher learning rate overfits to the plot shape channel (Center Left) and, to a lesser extent, 

to the obstructions channel (Center Right). 
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5.5.2.2. Loss Term Weights 

In the loss function defined in Equation ( 5.10 ) the loss terms for the derived attributes of volume 

and area have been weighted to match the common numerical range of the geometry loss. 

However, the per-channel loss terms regarding the geometry, obstructions, and plot shape were 

not initially weighted. It was found that the boundary condition reconstruction error could be 

improved with appropriate weighting of the respective losses. Therefore, the loss takes the more 

generalized form of Equation ( 5.11 ), using the values from Equation ( 5.12 ). Figure 5.8 shows 

the effect of these weights on the plot shape and obstructions errors during training. 

 

𝐿𝑜𝑠𝑠 = 	𝑏𝑒𝑡𝑎 ∗ 𝐿𝑜𝑠𝑠VW + 𝑓+-)!-34: ∗ 𝐿𝑜𝑠𝑠+-)!-34: + 𝑓L*)3,'.L- ∗ 𝐿𝑜𝑠𝑠L*)3,'.L-

+ 𝑓/<44)<#1"#+/ ∗ 𝐿𝑜𝑠𝑠/<44)<#1"#+/ + 𝑓M)* ∗ 𝐿𝑜𝑠𝑠M)* + 𝑓.4-.

∗ 	𝐿𝑜𝑠𝑠.4-. 
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Figure 5.8 Comparison of validation loss for two VAEs using different weights for the geometry (geom), 

plot shape (plot), and obstructions (obs) losses. A higher weight for plot shape and obstructions improves 

the respective losses without affecting the geometry reconstruction. 

5.5.2.3. Performance Loss Terms 

To evaluate the effect of the volume (Equation ( 5.6 )) and area (Equation ( 5.7 )) loss terms to 

the reconstructed results’ accuracy, a VAE was trained with and without these loss terms. The 

mean absolute percentage error (MAPE) of the reconstructed geometries from the ones in the 

dataset, as well as the boundary condition MAE, are summarized in Table 5.5. The addition of the 

area loss from Equation ( 5.7 ) slightly improved the reconstructed geometries’ quality with 

respect to both the volume and the area coverage. The addition of the volume loss from Equation 

( 5.6 ) drastically improved the volume error. The best area coverage reconstruction is achieved 

when both the volume and area losses are used. The best volume reconstruction is achieved 
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without the area loss term and gets slightly worse when the area loss is added as well. Last, the 

volume and area loss terms do not significantly affect the boundary condition reconstruction. 

Therefore, it was concluded that both the volume and area loss terms contribute to better data 

reconstructions. 

Table 5.5 

 
Volume 

MAPE 

Area 

MAPE 

Plot shape 

MAE 

Obstructions 

MAE 

no performance 
loss 16.61% 19.84% 1.37 3.03 

area loss 16.33% 19.07% 1.45 2.91 

volume loss 9.80% 18.63% 1.37 3.03 

volume & area 
loss 10.34% 17.74% 1.44 2.95 

 

5.6. Evaluation 

The previous section demonstrated how the VAE was trained, minimizing the reconstruction 

error and avoiding overfitting. The model’s ability to produce high-quality reconstructions is a 

prerequisite for generating new samples that follow the original data distribution, i.e. that 

correspond to optimally performing geometries for the respective boundary conditions. In this 

section the quality of the reconstructions is evaluated through visual inspection and performance 

comparison of the test set and the VAE-reconstructed geometries. 
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5.6.1. Performance 

The performance of the reconstructed geometries is evaluated using three metrics: the solar gain 

objective, as defined in Equation ( 4.4 ), the total volume, and the area coverage. It is important 

to consider the solar gain in the context of the geometry volume and area coverage, for two 

reasons. First, the accurate volume and area reconstruction is a prerequisite for using them as 

constraints for the geometry generation during inference. Second, the solar gain performance is 

highly dependent on these two quantities; comparing the solar gain of two geometries with 

different volume, for example, would give no indication about the solar efficiency of their 

respective morphologies. 

 To calculate these metrics, the reconstructed building geometries were isolated from the 

reconstructed samples and combined with the original boundary conditions. Then, they were 

simulated using the same process that was employed during the optimization stage of the 

synthetic data generation. The results are summarized in Table 5.6. The mean absolute 

percentage error (MAPE) of the reconstructed geometries’ radiation performance from the ones 

in the dataset is 7.41%, with a root mean square error (RMSE) of 22.138 kWh. The MAPE of the 

volume is 9.84% (RMSE: 421.1m3) and the MAPE of the area coverage is 17.1% (RMSE: 0.088 or 

a deviation of 8.8% in the area coverage). The RMSE of the plot shape and obstructions 

reconstruction is 0.14 and 0.15, respectively. 

These deviations are low enough to conclude that the reconstructed geometries remain optimal. 
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Table 5.6 

 Solar gain Volume Area Plot shape Obstructions 

MAPE 7.41% 9.84% 17.1% - - 

RMSE 25.437 414.1 0.088 0.14 0.15 

Dataset  
St. Dev. 82.170 1802.9 0.146 - - 

 

5.6.2. Visual comparison 

A number of samples (n=64) were randomly selected from the test set and reconstructed using 

the final VAE model. Figure 5.9 and Figure 5.10 include 3d renders in top view and 2d plots of the 

boundary conditions for subsets of representative examples and their reconstructions. In 

general, the boundary condition reconstructions are very close to the original ones. The 

geometry reconstructions present two trends, guiding the subdivision of samples into the two 

figures. Figure 5.9 demonstrates examples where the geometry reconstruction is in all aspects 

very close to the original geometry. Both monolithic and dispersed geometry aggregations are 

reconstructed accurately regarding the placement and orientation of their individual cuboid 

components. Figure 5.10 demonstrates examples where the reconstructed geometries’ cuboids 

have obtained the correct placement, but with different orientations than the originals.  
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Figure 5.9 Selected samples from the test set of dataset v2.6 and their reconstructions. Scaling and 

rotation cuboid parameters have been accurately reconstructed.  Left: 3D renders in top view. Right: Plot 

shape (top of each row) and obstructions heightmap (bottom of each row). 
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Figure 5.10 Selected samples from the test set of dataset v2.6 and their reconstructions. Scaling 

parameters have been accurately reconstructed, but rotation parameters present deviations from the 

original ones.  Left: 3D renders in top view. Right: Plot shape (top of each row) and obstructions 

heightmap (bottom of each row). 

The reconstructed geometries of Figure 5.9 and Figure 5.10 were simulated using the original 

boundary and the results plotted in Figure 5.11 An inspection of the solar gain objectives shows 



 106 

that the reconstructions with deviating angle parameters perform at least as well as the original 

data (Figure 5.11 Right).  

Next, all test set samples that share the same boundary conditions as the ones in Figure 5.9 and 

Figure 5.10 were simulated in the same way, and their volume and solar gain performance are 

shown in the scatterplots of Figure 5.12. The performance of the reconstructions (orange) 

coincides with that of the original, optimized samples (blue). For reference, a set of baselines are 

included, whose geometry parameters were sampled following Gaussian distributions around 

evenly sampled means. 

Figure 5.11 and Figure 5.12 do not reveal a significant difference regarding the accuracy of the 

reconstructions’ solar gain performance between geometries that were reconstructed with 

accurate orientation and those that were not. On the other hand, a sensitivity analysis showed 

that the cuboids’ orientation parameters have a lower effect on the solar gain objective than the 

scaling parameters. Therefore, a plausible conclusion is that for some optimization runs, the 

solutions – i.e. the geometries that made it into the dataset – deviated from the general pattern 

of cuboid orientations in the rest of the dataset. As a result, the VAE model did not accurately 

model these angle parameters; however, it managed to replicate their performance within 

reasonable limits.  
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Figure 5.11 Negative solar gain objective (higher is better) for selected samples from the test set and 

their reconstructions. Left: samples from Figure 5.9. Right: samples from Figure 5.10 

 
Figure 5.12 Solar gain – volume objectives scatterplots for test set samples from 8 unique boundary 

conditions. Top: Boundary conditions for samples in Figure 5.11 Left. Bottom: Boundary conditions for 

samples in Figure 5.11 Right. 
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6. Sampling the learned distribution 

This chapter focuses on the use of the trained VAE as a generative model. The first section 

describes an initial evaluation of the model. The structure of the latent space is inspected by 

quantifying the effect of individual latent space dimensions on the generated samples. Then, the 

generative model is evaluated regarding the morphology and performance of the generated 

samples.  

The second section introduces methods that enable the use of the generative model as a 

problem-solving tool. It first introduces a series of constrained sampling methods for generative 

models and specifically for VAE models, to enable the generation of geometries for specific 

boundary conditions. Then, constrained sampling is extended to enable the conditioning of 

solutions on partial geometries.  

The third section discusses two types of methods for geometry exploration. Gradient-based 

methods and global latent-space attribute vectors are presented for goal-oriented geometry 

tuning.  

6.1. Model Inspection 

6.1.1. Latent Space Structure 

The structure of the latent space is investigated by quantifying the effect of each dimension on 

the decoded geometry and boundary condition. This process can reveal what information is 

encoded into each latent space dimension. First, a zero vector z0Î	ℝLD is constructed where LD 

is the dimensionality of the latent space (LD = 128). Then, a set of LD vectors zi Î	ℝLD, i: {1, 2, 

3, …, LD} is constructed; each of the vectors zi is a copy of z0 where the i-th dimension of the i-th 
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vector is set to 1. Using the trained VAE decoder, the corresponding data points {xj, j: 0, 1, 2, 3, 

…, LD} are computed where x = D(z). 

Figure 6.1 visualizes the zero latent vector decoding x0 = D(z0). The vector z0 coincides with the 

mean of the model’s prior (the model’s prior is a zero-centered Gaussian distribution introduced 

in section 5.1 VAE – Intro) and intuitively, it is expected to represent the most probable sample 

from the dataset distribution, which would be roughly the average of the training samples. 

Indeed, Figure 6.1 shows an obstruction heightmap with minimal heights on all sides of the 

building plot, and a plot shape occupying the maximum area. Last, the geometry encoded in the 

zero vector occupies the higher levels of the North-East corner. The preference for the higher 

levels of the North size can be explained given the probability of obstructions shading from the 

North, East, and West. The shift towards the East may be caused by the location-specific weather 

patterns, a bias in the boundary conditions sampling, or convergence to local minima during the 

dataset optimization. 

 
Figure 6.1  Activation of zero latent vector z0. Left: obstructions heightmap, where black is zero and white 

is the maximum height. Center: plot shape, where white indicates buildable plot. Right: complete 

rendered sample with obstructions in gray, plot shape in light gray, and geometries in blue. 

The difference of each data point xi from the zero-activation data point x0 is calculated. 

Specifically, the L1 distances of the corresponding geometries, obstructions, and plot shapes are 

calculated using Equation ( 6.1 ). 
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The impact of each dimension i to the geometry, obstructions, or plot shape, is proportional to 

the corresponding distance Dist( 𝑥&
+-)! , 𝑥"

+-)!) , DistL𝑥&)=/, 𝑥")=/W  or Dist( 𝑥&
L*)3 , 𝑥"

L*)3) 

respectively. Figure 6.2 shows the effect of a unit step along each dimension of the latent space. 

The geometry, obstructions, and plot shape differences are plotted against the mean standard 

deviation of the training data for each dimension of the latent space, as it is output from the VAE 

encoder. As expected, on average, dimensions with higher uncertainty have a smaller effect on 

the generated sample.   

 
Figure 6.2 Each point on the scatterplot represents one latent space dimension (nLD=128). The Y-axis 

shows the mean standard deviation of the distribution predicted by the VAE encoder for the training 

data, along each latent space dimension. The X-axis shows the effect of taking one unit step along each 

latent space dimension. Left: effect on decoded geometries. Center: effect on decoded obstructions. 

Right: effect on decoded plot shapes. The red curve represents an exponential fit using non-linear least 

squares. 
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Figure 6.3 Each point represents the effect of a unit step along one latent space dimension based on a 

zero vector. The red curves represent linear functions fit to the data using least squares.  

Figure 6.3 depicts the relationship between changes in the geometry, obstructions, and plot 

shape for a unit step taken along each dimension of the latent space. Figure 6.3 Left shows that, 

in general, latent dimensions associated with a strong effect on the generated obstructions have 

a strong effect on the generated geometries as well. This is an indication that the latent space 

has successfully encoded the relationship between boundary conditions and optimal geometric 

solutions. Figure 6.4 seventh column, for example, shows that a reduced southeast obstructions 

height is associated with the presence of a geometry in the same corner of the plot. When the 

southeast obstructions height increases, that geometry disappears because it would be shaded 

in a way causing suboptimal solar gain performance. In Figure 6.4 fifth column, a southeast 

increase of the obstruction heights causes the geometry to shift and rotate westward, increasing 

its solar access. Similarly, in Figure 6.4 eighth column, a decrease of the west obstructions’ height 

allows the geometry to extend towards the west. 

This relationship of proportional effect seems to break for the three dimensions with the 

strongest effect on obstructions (Figure 6.3 Left, upper left area of the scatterplot). A closer 

inspection reveals that the corresponding vectors activate obstructions that are west, north, and 
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east of the geometry, as shown in the three leftmost columns of Figure 6.4. This can be explained 

since shading obstructions on these orientations have a weaker effect on the solar radiation 

objective, and therefore they are expected to have a smaller effect on the optimal geometric 

forms.  

Figure 6.3 Center shows that some latent space dimensions encode information on geometry 

changes with little effect on the plot shape (horizontal spread) indicating the existence of various 

geometric solutions within a small range of plot shapes. This is in line with the existence of 

multiple obstructions and geometric solutions combined with each plot shape in the training set. 

Figure 6.5 illustrates how large changes in the geometry produced by unit steps along single 

latent space dimensions are only associated with small changes in the plot shape. In addition, 

Figure 6.3 Center implies that similar geometries can be found in different plot shapes as well 

(vertical spread).  

The marked area in Figure 6.3 Right shows a relatively even spread of obstructions and plot shape 

changes for dimensions that have a small or medium effect on the boundary conditions. This 

hints toward the ability to easily formulate various combinations of obstructions and plot shapes. 

Dimensions that cause major changes to either obstructions or plot shapes can also be identified, 

indicated by points on the upper left and lower right areas of the scatterplot respectively. 
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Figure 6.4 First row: obstruction heightmap differences between activations of z0 and the first 8 zi with 

the strongest effect on obstructions, sorted from left to right.  White: obs0 == obsi, red: obs0 < obsi, blue: 

obs0 > obs i. Second row: the corresponding differences using activations of the negative zi. Third and 

fourth rows: the corresponding rendered complete samples. 

 
Figure 6.5 Same as Figure 00 but sorted by the strongest effect on geometry. 
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6.1.2. Generative Model Samples 

A number of random samples (n=32) from the latent space were drawn following a normal 

distribution. The samples were mapped to the data space using the VAE decoder, resulting in 32 

boundary conditions and geometries. Figure 6.6 illustrates the rendered samples, where 

morphological similarities to the optimized data can be easily identified. 
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Figure 6.6 Southeast isometrics of decoded latent space samples. Obstructions in gray, plot shape in light 

gray, and geometries in blue.  
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To evaluate the generated samples’ performance, the optimization objectives of solar gain, 

volume, and radiation were calculated. Next, their boundary conditions were isolated and 

formed 32 new optimization problems. An optimization process identical to the one used during 

the dataset generation provided a set of optimal geometries for each boundary condition. A 

comparison of the VAE-generated geometries with the corresponding optimized geometries 

showed that 63% (20 out of 32) of the VAE-generated geometries surpassed the Pareto fronts 

acquired at 200 generations and an additional 22% (7 out of 32) surpassed Pareto fronts acquired 

between 165 and 200 generations. The remaining 16% (5 out of 32) geometries were further 

evaluated by comparing their solar gain performance to that of optimized geometries with similar 

volume and area coverage. The results are detailed in Table 6.1, using a similarity threshold of 

150m3 for the volume and 15% for the area coverage difference. In sum, 6% (2 out of 32) of the 

samples did not have similarly sized geometries in the optimized data set, 6% of the samples had 

worse solar gain performance than the mean performance of the matched samples, and 3% (1 

out of 32) had better performance. 

In conclusion, the geometries generated by the VAE followed the dataset morphology and 

performed similarly to optimization results for their respective boundary conditions. A small 

percentage of samples did not have optimal performance.  
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Table 6.1 

 Number of similar 
optimized samples 

Optimized samples 
mean solar gain Sample solar gain 

sample 13 0  -290.55 

sample 14 0  -225.46 

sample 17 4 -427.06 -326.89 

sample 24 19 -405.10 -360.51 

sample 28 16 -346.64 -356.56 

  

6.2. Sampling Constrained by Site 

The previous section showed that the VAE decoder can generate optimal data samples. However, 

to enable the use of the VAE as a design tool, more control over the generated samples is 

necessary. Instead of sampling a random boundary condition–building geometry pair, a building 

geometry needs to be generated for a given boundary condition. This section introduces a series 

of methods to achieve constrained sampling of the VAE’s latent space. The pseudo-Gibbs and 

iterative Autoencoder (AE) dynamics methods are adopted from the deep learning data 

imputation literature. The latent space optimization and the interpolation-based methods don’t 

have a similar theoretical background but are based on commonly used techniques for deep 

generative models. 

6.2.1. Pseudo-Gibbs 

The first method treats the constrained sampling problem as an imputation of data Missing Not 

At Random (MNAR). It involves a random initialization of the missing data and their iterative 

replacement with their VAE reconstructions. It was first introduced by Rezende et al. who 
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formulated it as a Markov chain and showed that it generates samples from the correct 

distribution within an error 𝜀 given a sufficiently accurate model (Rezende et al., 2014). McCoy 

et al. compare it with an analogous method of multiple imputations using principal component 

analysis (PCA) and find it superior (McCoy et al., 2018). Mattei and Frellsen give it the name 

pseudo-Gibbs sampling due to its similarity to Gibbs sampling (Geman & Geman, 1984) and 

suggest an extension, Metropolis-within-Gibbs sampling, which has improved convergence 

properties (Mattei & Frellsen, 2018).  

In this work, the boundary condition is treated as the observed data xobs and the geometry as the 

missing data xmiss, with x = (xobs, xmiss). The geometry data is initialized following a normal 

distribution, x0
miss ~ N(0, 1). Then the data is reconstructed through the VAE to obtain a new 

geometry xt+1
miss, as shown in Equation ( 6.2 ), where rVAE reconstructs a data point through the 

VAE. The resulting geometry is combined with the original boundary condition (Equation ( 6.3 )) 

and a new reconstruction can be obtained. The process is repeated until convergence. In practice 

a maximum limit on the number of iterations can also be used. 

 𝑥!"//3X? =	𝑟OP0(𝑥3)!"// ( 6.2 ) 

 𝑥3X? =	 (𝑥)=/, 𝑥!"//3X? ) ( 6.3 ) 

Figure 6.7 includes several graphs tracking the convergence of geometry imputations using 

pseudo-Gibbs sampling for the whole test set. Geometry convergence is traced by calculating the 

difference between the geometries generated in two consecutive iterations. Boundary condition 

errors are calculated with respect to the ground truth. Hypervolumes are calculated with respect 
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to the solar gain, volume, and area objectives.  Figure 6.7 Top Right shows that the boundary 

condition error was minimized within approximately 20 iterations for the test set. Figure 6.7 Top 

Left shows that only minimal changes in the predicted geometries occurred beyond the 50th 

iteration, and Figure 6.7 Bottom Right shows that the hypervolume of the solar gain, volume, and 

area objectives converged within 50 iterations as well. Figure 6.7 Bottom Left shows an example 

where the VAE-generated geometry hypervolume surpassed that of the optimized geometry 

after approximately 20 iterations. 

 
Figure 6.7 Convergence of pseudo-Gibbs sampling using the test set. Top Left: Geometry change (test set 

mean and std dev.). Top Right: Boundary condition errors (test set mean and std dev.). Bottom Left: 

Representative example of optimized and VAE-generated geometries hypervolume. Bottom Right: Test 

set hypervolume. 

Figure 6.8 shows an example of how the performance of the generated solutions for a single 

boundary condition changed during 100 pseudo-Gibbs iterations. The performance of pseudo-

Gibbs sampled geometries is plotted against the performance of the optimized data for the same 

boundary condition. The geometry initialization data are included as a baseline for reference, 
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with geometry values sampled from Gaussian distributions with means between 0.18 and 0.5. 

Initially, the performance of the generated geometries has little overlap with that of the 

optimized ones. After 50 iterations, the two performance distributions appear very close to each 

other. Finally, further improvement is observed after 100 iterations, especially for the solar gain 

– area coverage scatterplot. In the final result, the distribution of the solar gain, volumes, and 

areas of the generated geometries appears very similar to that of the optimized data. 

 
Figure 6.8 Solar gain-volume (Top)  and solar gain-area (Bottom) objectives scatterplots for a single 

boundary condition. 

Last, it was observed that the size of the generated geometries can be roughly controlled by 

changing the initialization of the geometry data. Figure 6.9 shows an example of how initializing 

the geometries by sampling normal distributions with different means affects the geometry 

generated after 100 pseudo-Gibbs iterations. All generated geometries resemble the 

morphologies of the optimized data, while the total size seems to follow that of the initialization.  
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Figure 6.9 Example of geometry initialization (Top), and corresponding geometries generated using 

pseudo-Gibbs sampling (Bottom). From left to right, the mean of the randomly initialized geometries 

increases. 

6.2.2. Autoencoder dynamics 

Śmieja et al. proposed a modification to pseudo-Gibbs sampling that is equivalent to a projected 

gradient ascent, reporting improved results compared to imputation using  pseudo-Gibbs 

sampling (Śmieja et al., 2020). In practice, each new reconstruction only affects the initialized 

datapoint to a small degree h, as shown in Equation ( 6.4 ). 

 𝑥!"//3X? =	𝑥!"//3 + ℎ[𝑟OP0(𝑥3) − 𝑥3]!"// ( 6.4 ) 

Similar to pseudo-Gibbs sampling, for the purpose of optimal geometry generation, the boundary 

conditions are treated as the observed data and the geometries as the missing data. Figure 6.10 

shows that, using the test set boundary conditions, the geometry generation converged at 

around 600 iterations, as indicated by the geometry difference (Top Left) and the hypervolume 

graphs (Bottom Right). The boundary condition error (Top Right) is similar to the one achieved 

using pseudo-Gibbs sampling and remains steady beyond 200 iterations. Figure 6.10 Bottom Left 

shows an example where the generated geometry achieved a higher hypervolume than the 

optimized data from the first iteration and continued improving its performance until the 1700th 
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iteration. Figure 6.11 plots the performance of the generated geometries against that of the 

optimized ones, for a single boundary condition, showing how it changes as the iterations 

progress. The distribution of the generated geometries’ solar gain, volume, and area objectives 

becomes very close to that of the optimized data for the same boundary condition, within 1000 

iterations. 

 

 
Figure 6.10 Convergence of iterative Autoencoder dynamics sampling, using the test set. See Figure 6.7 

for graph details. 
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Figure 6.11 Performance of iterative Autoencoder dynamics sampled geometries plotted against the 

performance of optimized data for a single boundary condition (cond006). Baseline same as described in 

Figure 6.8. 

An example of geometries generated using this method is shown in Figure 6.12 Bottom. 

Increasing noise intensities for the initialization step appears to roughly correspond to increasing 

volumes of the generated geometries. The resulting morphologies obtained for different 

geometry initializations appear more consistent than when using pseudo-Gibbs sampling, which 

can be potentially attributed to the smoothing factor h. 
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Figure 6.12 Example of geometry initialization (Top), and corresponding geometries generated using 

iterative Autoencoder dynamics (Bottom). From left to right, the mean of the randomly initialized 

geometries increases. 

6.2.3. Latent space optimization 

Another way to sample the generative model with constraints is to relax the constraints, 

formulate them as optimization objectives and perform a gradient-based search in the latent 

space. This method does not require an encoder network and bears similarities to the problem 

of GAN inversion, where a latent representation z* is retrieved given a target data sample x  

(Creswell & Bharath, 2019). The problem is solved by gradient descent, optimizing a random 

sample z as shown in Equation ( 6.6 ), where G is the generative network and L is a distance metric 

in the data space.  

 𝑧∗ = 𝑎𝑟𝑔𝑚𝑖𝑛	𝐿(𝐺(𝑧), 𝑥) ( 6.5 ) 

However, in this work, different than in the inversion problem, only part of the target sample is 

known. In a similar case, Gadelha et al. used a custom “coverage metric” in the optimization 

objective to solve the problem of geometry completion using a VAE (Gadelha et al., 2020). Here, 

only the target boundary condition is known, and therefore the optimization objective takes the 

form of Equation ( 6.6 ) where the function Lbc returns the distance of the boundary conditions 

of two samples, and D is the decoder network of the VAE. Finally, the boundary condition 
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constrained sample is obtained using Equation ( 6.7 ), and the geometric solution is extracted x* 

= (xbc
*, xgeom

*). 

 𝐽(𝑧) = 𝐿=((𝐷(𝑧), 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑆𝑎𝑚𝑝𝑙𝑒) ( 6.6 ) 

 𝑧∗ = 𝑎𝑟𝑔𝑚𝑖𝑛	𝐽(𝑧),				𝑥∗ = 𝐷(𝑧∗) ( 6.7 ) 

The solution can be further controlled in terms of any differentiable property or performance 

with the addition of a relevant term. Specifically, a geometry with the desired volume can be 

obtained as shown in Equations ( 6.8 ) and ( 6.9 ), where γ controls the compliance with the 

volume objective. 

 𝐽(𝑧) = 𝐿=((𝐷(𝑧), 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑆𝑎𝑚𝑝𝑙𝑒) + 𝛾𝐿M)*<!-(𝐷(𝑧), 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑆𝑎𝑚𝑝𝑙𝑒) ( 6.8 ) 

 𝐿M)*<!-(𝑥, 𝑦) = |𝑉𝑜𝑙𝑢𝑚𝑒(𝑥) − 𝑉𝑜𝑙𝑢𝑚𝑒(𝑦)| ( 6.9 ) 

Figure 6.13 shows the convergence during latent space optimization for 5 different initializations 

of 8 samples using a boundary condition from the test set, with and without a volume objective 

term. The addition of the volume objective adds some noise to the boundary condition error 

minimization (Figure 6.13 Center); however, in both cases the optimization seems to converge to 

a similar point within 100 iterations.  
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Figure 6.13 Optimization objective convergence diagrams. Left: Latent space optimization using 

boundary condition error. Center and Right: Latent space optimization using boundary condition and 

volume errors. 

Figure 6.14 shows an example of 8 different reference samples X0 (Top) initialized with 

geometries following a normal distribution with increasing mean, results obtained without the 

volume objective (Center), and results obtained with the volume objective (Bottom). The vector 

z was initialized by sampling the distribution E(X0). In both cases, the effect of the initialization 

data mean is reflected on the size of the resulting geometries. However, the range of the sizes is 

very different between the results that use the volume objective and those that do not.  

 
Figure 6.14 Example of geometry initialization (Top), corresponding geometries generated using latent 

space optimization with boundary condition error (Center), and corresponding geometries using latent 

space optimization with boundary condition and volume error (Bottom). 
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Figure 6.15 quantifies their respective solar gain, volume, and area coverage objectives 

evaluation. In Figure 6.15 Left, the solar gain – volume performance of the geometries obtained 

without the use of the volume objective seem to be on the extension of the Pareto front of the 

optimized data for the same condition; however, their volume range is limited to the higher range 

and no geometries of smaller size were obtained. In contrast, the addition of the volume 

objective offers better control of the generated geometries’ size, resulting in geometries whose 

performance objectives resemble those of the optimized data. 

 
Figure 6.15 Performance of geometries generated with latent space optimization, with and without 

volume error, for a single boundary condition (cond006). Baseline same as described in Figure 6.8. 

6.2.4. Max – min Interpolation 

The last method for generating boundary-condition constrained samples with a controllable size 

leverages interpolation in the latent space. First, the latent representations of two extremal 

samples are required, one with the minimal and one with the maximal size. Equation ( 6.10 ) 

shows the construction of the minimum and maximum geometry samples, where xbc is the target 

boundary condition, and xgeomMin and xgeomMax are geometries where all the scaling parameters 

have been set to 0 or 1, respectively. Then, linear or spherical interpolation in the latent space 
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produces vectors that correspond to geometric solutions with monotonically varying sizes. 

Finally, the geometries are obtained by passing the interpolations through the decoder network. 

Equation ( 6.11 ) shows how a sample xv can be obtained for an interpolation value v.	

 𝑥!"# = L𝑥=( , 𝑥+-)!Z"#W,				𝑥!.5 = L𝑥=( , 𝑥+-)!Z.5W	 ( 6.10 ) 

 𝑥M = 	𝐷L𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒(𝑣, 𝐸(𝑥[H\	), 𝐸(	𝑥!.5))W,				𝑣	 ∈ 	 [0, 1] ( 6.11 ) 

Figure 6.16 shows examples of samples generated for a single boundary condition for multiple 

interpolation values. Previous research has suggested that spherical interpolation in the latent 

space creates samples that better match the data distribution (White, 2016). However, Figure 

6.16 and Figure 6.17 do not provide a strong indication of superiority for either interpolation 

method. The solar gain, volume, and area objectives evaluations are very similar for the two, and 

their respective scatterplots suggest that they belong to the optimized data distribution. 

 
Figure 6.16 Example of latent space interpolation between the encoding of empty and full geometry. 

Top: linear interpolation. Bottom: spherical interpolation (slerp). 
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Figure 6.17 Performance of geometries using linear and spherical interpolation of minimum and 

maximum geometry latent space encodings. Baseline same as described in Figure 6.8. 

6.2.5. Comparison 

Next, the five methods for boundary condition constrained sampling (pseudo-Gibbs, AE-

dynamics, latent space optimization without and with volume objective, max-min interpolation) 

are compared.  

6.2.5.1. Constraint Compliance 

Figure 6.18 shows the boundary condition error of the generated samples using the five methods, 

i.e., the compliance of the generated samples to the boundary condition constraint, for the whole 

test set. The mean boundary condition errors for pseudo-Gibbs, iterative AE-dynamics, and latent 

space optimization are within an acceptable range, with the best results achieved for the latent 

space optimization methods. The boundary condition error for the max-min interpolation is 

higher, and the generated obstructions and plot shapes can be visibly different from the target. 

For example, in Figure 6.16 the east is consistently occupied by a medium-height obstruction, 

contrary to the target as seen in Figure 6.14 Top row, which has an unobstructed east.  
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Figure 6.18 Boundary condition errors of retrieved solutions for boundary condition-constrained 

sampling using the test set. 

The boundary condition error for the max-min interpolations directly depends on the latent 

vectors zmin and zmax retrieved for the geometries xgeomMin and xgeomMax. The process for obtaining 

these latent vectors described in Equations ( 6.10 ) and ( 6.11 ) is the equivalent of a single 

pseudo-Gibbs iteration without the final decoding and replacement of the observed data. 

Therefore, Equation ( 6.11 ) can be reformulated as: 

 𝑥M = 	𝐷 a𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒L𝑣, 𝑧3[H\ , 𝑧3!.5Wb ,				𝑣	 ∈ 	 [0, 1] ( 6.12 ) 

where zt
min, zt

max are the latent vectors obtained after t pseudo-Gibbs iterations. A small number 

of iterations can significantly improve the boundary condition error while still encoding the 

minimal and maximal geometries. Figure 6.19 Bottom shows how the boundary condition error 

is improved for four pseudo-Gibbs iterations (t=4). Furthermore, the updated method obtains 

geometries with a slightly improved Pareto front for the example condition of Figure 6.19 Top. 
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Figure 6.19 Performance objectives (Top, Center) and boundary condition errors (Bottom) for simple 

max-min interpolation and max-min interpolation with pseudo-Gibbs initialization using 4 iterations 

(t=4). 

6.2.5.2. Performance 

Next, the five methods are compared regarding their ability to generate optimal geometries. Each 

row of Figure 6.20 refers to one of the discussed methods. The left column visualizes the 

distribution of solar gain and volume objectives of the VAE-generated geometries against that of 

the optimized geometries. The right column shows the distribution of solar gain and area 

coverage objectives.  



 132 

Samples generated from all methods have a similar solar gain to that of the optimized data, for 

geometries of equivalent volume and area. The only exception is the geometries obtained using 

latent space optimization without a volume objective, which seem to extend the Pareto front of 

the optimized data for geometries of much larger size. In addition, the pseudo-Gibbs and the 

iterative AE dynamics methods achieve a better alignment of the area coverage objectives to the 

optimized data, for the boundary condition of this example. 
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Figure 6.20 Performance objectives for boundary condition constrained sampling using the test set. 
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6.2.5.3. Morphology 

Next, Figure 6.21 visualizes examples of solutions generated with each of the discussed methods. 

One common boundary condition was used with 6 different geometry initializations. Each 

random initialization was sampled in the data space from a normal distribution with mean 

between 0.05 and 0.45 (Figure 6.21 Top). The increasing means are expected to result in 

increasing size of the generated geometries. When using the max-min interpolation (last two 

rows), only the first and the last initializations were directly used, due to the different nature of 

the method. 

The pseudo-Gibbs and the iterative AE dynamics methods generate geometries that are visually 

consistent with the optimized geometries of the dataset. However, the assumption about the 

correlation between the initialization and the resulting geometry size does not seem to always 

hold true.  

The latent space optimization and the max-min interpolation methods generate forms that are 

visually consistent with the dataset as well. The effort to explicitly control the volume of the 

generated geometry resulted in the introduction of some noise, as can be seen in the last three 

rows of Figure 6.21. The noise is limited and can be easily removed in a post-processing step; 

however, it may indicate the potential for further improvement of the latent space structure. 

Finally, it was observed that the max-min interpolation generated smoother results when a 

higher number of pseudo-Gibbs iterations was used in Equation ( 6.12 ), i.e., when the extremal 

geometries are sampled from a probability distribution closer to the learned data distribution. 

Similar to Figure 6.16, no significant difference is observed between linear and spherical 

interpolation. 
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Figure 6.21 Geometries of various sizes generated through constrained sampling of the trained VAE. 

6.2.5.4. Size Constraints 

The latent space optimization and the max-min interpolation methods explicitly control the size 

of the generated geometries through the volume factor  γ in Equation ( 6.8 ) and the interpolation 
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value v in Equation ( 6.12 ), respectively. The size of the geometries generated using the pseudo-

Gibbs and iterative AE dynamics methods has been assumed to depend on the initialization. 

To better understand the relationship between the geometry initialization and the resulting 

volume for pseudo-Gibbs and iterative AE dynamics sampling, the initialized and generated 

volume were compared at various points of the respective processes, until convergence. A total 

of 10 different boundary conditions were used, for 60 pseudo-Gibbs and 600 AE dynamics 

iterations. Figure 6.22 and Figure 6.23 show two examples of how the relationship between 

initialized and generated volume evolved during the iterative process. Each line shows the 

initialized volume against the generated volume during a single iteration for 6 different geometry 

initializations. In some cases, such as the one depicted in Figure 6.22, a correspondence between 

the two volumes was roughly maintained from the beginning until the end of the process. In 

other cases, such as the one of Figure 6.23, a correspondence existed in earlier iterations, but 

was gradually lost as the 6 processes converged towards similar – or similarly-sized – geometries. 

 
Figure 6.22 Initialized vs generated volume for 6 geometries during different iterations. The initial 

volume is reflected in the final solutions. 
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Figure 6.23 Initialized vs generated volume for 6 geometries during different iterations. The initial 

volume is not reflected in the final solutions. 

Based on these observations, the geometry initialization cannot be reliably used to control the 

generated volume using pseudo-Gibbs or iterative AE dynamics. In absence of an alternative, it 

may be used as a first, rough estimate, followed by a second, size tuning step. 

6.2.5.5. Time 

Regarding the execution time, all methods achieve a time improvement of many orders of 

magnitude compared to the optimization process. Table 6.2 details the execution times of the 

VAE sampling methods calculated using 128 samples from the test set. Based on previous 

discussion about convergence, each process was run for the following number of iterations: 

pseudo-Gibbs: 50, iterative AE dynamics: 500, max-min interpolation: 5 pseudo-Gibbs steps, 

latent space optimization (with volume objective): 75 iterations. The timing for the sampling 

methods were produced on a Windows machine with an Intel® Core™ i5-6500 CPU @ 3.20GHZ. 

In addition, Table 6.2 includes the equivalent total optimization time for 200 generations, 

estimated based on the v2.6 dataset optimization timestamps, which was run on a faster 

Windows machine with an Intel Xeon CPU E5-2687W v3. 
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Table 6.2 

 128 samples to 
convergence 

1 sample to 
convergence 

1 sample for  
1 iteration 

pseudo-Gibbs 12.17 0.095 0.002 

iterative AE dynamics 119.51 0.934 0.002 

max-min 
interpolation 

2.54 0.02 0.004 

latent space 
optimization 

31.27 0.244 0.003 

NSGA-II optimization 582.58 - - 

In sum, all methods are able to generate geometries that look and perform similarly to the 

optimization data, in a fraction of the optimization time. The pseudo-Gibbs sampling and the 

iterative AE dynamics achieve the best performance alignment to the optimization performances 

(Figure 6.20). The max-min interpolation and the latent space optimization enable the most 

accurate control of the generated geometry’s size. The max-min interpolation has the fastest 

execution time (Table 6.2); however, this is dependent on the number of pseudo-Gibbs steps. 

While 5 steps were enough to encode the zero and the full geometry samples, better 

interpolation results were achieved when the two extremal geometries were in a more confined 

range (min: 0.05, max: 0.45), which in turn required more pseudo-Gibbs steps (t >= 25). As a 

result, in the current implementation the success of the interpolation method is highly 

dependent on the success and the limitations of the pseudo-Gibbs sampling. 

6.3. Sampling constrained by site and partial geometry 

Many of the methods described in the previous section can be extended to take into account a 

partial geometry constraint. In practice this enables the generation of geometry continuations in 
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an interactive way with the designer, resembling an ‘autocomplete’ function that preserves any 

user-generated geometries. 

In the case of pseudo-Gibbs sampling and sampling using AE dynamics the only adaption 

necessary is to include the user-defined geometry in the observation data xobs and remove the 

respective cuboids from the missing data xmiss in Equations ( 6.2 ), ( 6.3 ), and ( 6.4 ). In the case 

of latent space optimization, an additional, geometry-related term is added to the objective, 

which takes the form of Equation ( 6.13 ). The volume weight γ can be set to zero or a very small 

number, to allow the generation of geometries that are larger than the input. 

 
𝐽(𝑧) = 𝐿=((𝐷(𝑧), 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑆𝑎𝑚𝑝𝑙𝑒) + 𝛾𝐿M)*<!-(𝐷(𝑧), 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑆𝑎𝑚𝑝𝑙𝑒)

+ 𝑎𝐿+-)!(𝐷(𝑧), 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑆𝑎𝑚𝑝𝑙𝑒) 
( 6.13 ) 

 

𝐿+-)!(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛, 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒)

= < L𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(<=)"1' − 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒(<=)"1'W
C

#N<=)"1/

"%?

∗ 𝐶𝑢𝑏𝑜𝑖𝑑𝑉𝑜𝑙𝑢𝑚𝑒𝑠L𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒(<=)"1'W 

( 6.14 ) 

Equation ( 6.14 ) provides the geometry loss as the squared difference of the cuboids’ parameters 

weighted by the given cuboids’ volumes. Intuitively, larger elements of the user-defined 

geometry will be better preserved in the retrieved solution. Empty areas have cuboids with 

volume zero and do not contribute to the geometry loss calculation. Therefore, in the generated 

solution, they may or may not be filled based on the latent space structure, the boundary 

condition loss, and the target volume. 
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Figure 6.24 shows examples of five geometry-constrained solutions using each of the three 

methods: pseudo-Gibbs sampling, iterative AE dynamics, and latent space optimization. All 

generated geometries comply to the constraints by reproducing the boundary condition and by 

including the input geometry in the solution, albeit with small deviations in the scaling and 

orientation parameters. 

 
Figure 6.24 The first column shows an example of a user-defined geometry in a given boundary 

condition. The second to sixth columns show VAE-generated geometries constrained by the geometry 

and boundary condition of the first column. Top: pseudo-Gibbs sampling. Center: iterative AE dynamics. 

Bottom: latent space optimization with γ=1e-08. 

Figure 6.25 shows the boundary condition error and compliance with the input geometry for the 

three methods, as the iteration progresses. Contrary to the latent space optimization, which 

benefits from an increasing number of iterations, the pseudo-Gibbs and AE dynamics methods 

achieve the best results around 4 and 10 iterations respectively. 
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Figure 6.25 Rows: pseudo-Gibbs sampling, iterative AE dynamics, latent space optimization with γ=1e-8, 

latent space optimization with γ=1e-7. 

Figure 6.26 shows the evaluation of the performance objectives (solar gain, volume, area 

coverage) of 100 solutions for the boundary condition and geometry constraints of Figure 6.24, 

using the three methods. These results are compared against the optimized geometries for the 
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same boundary condition, coming from the test set. All three methods produce geometries with 

performances close to the ones of the optimized data. The geometry constraint imposes a lower 

bound on the size of the generated geometries, which is reflected in the volume and area 

coverage evaluations. The narrower spread of the iterative AE dynamics compared to the 

pseudo-Gibbs results hints that the former method more consistently converges to similar 

solutions, while the latter produces a wider variety of geometries.  
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Figure 6.26 Performance objectives of reference sample, optimized data, and geometries produced using 

the different constrained sampling methods.. 

In the case of latent space optimization, the size of the generated geometries can be controlled 

by changing the value of γ in Equation ( 6.13 ). A larger γ produces geometries with a size closer 

to the input, as shown in Figure 6.24 and Figure 6.26. 
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6.4. Latent-space based manipulation 

The structure of the learned latent space can be leveraged to manipulate samples based on 

several types of constraints or attributes. The previous sections already discussed how boundary 

condition compliance can be achieved using several methods. This section introduces methods 

for geometry exploration and goal-oriented tuning with respect to the generated volume, area, 

and solar gain performance. 

6.4.1. Attribute vectors from subset means 

Previous research on generative models has demonstrated the calculation of attribute vectors 

for images using labeled data (Larsen et al., 2016; White, 2016). Vectors for binary attributes, 

such as ‘eyeglasses’ or ‘smile’, are calculated by subtracting the mean encoding of the samples 

that have the attribute from the mean encoding of the samples that do not. Data samples can 

then be manipulated by applying this vector to their latent representations. The resulting images 

preserve the general appearance of the originals while being updated only with respect to the 

targeted feature. 

In this work, the attributes of interest (geometry volume, area, solar gain objective) are 

continuous. Therefore, to compute the corresponding latent vectors, subsets of the data 

containing the samples with the highest and lowest values for each attribute can be selected in 

place of the binary-classified data. Specifically, for each attribute, a latent vector can be created 

by subtracting the mean encodings of the data from the top and bottom 10% of the training set 

sorted by the selected attribute. Equation ( 6.15 ) shows how sample xi is generated as a 

modification of an existing sample x0 by applying the latent space attribute vector zattribute. The 
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factor α is controlling the strength of the modifier. The term fattribute is a normalizing factor, 

empirically determined for each attribute. 

𝑥" = 𝐷(𝑧& + 𝑎 ∗ 𝑓.334"=<3- ∗ 𝑧.334"=<3-), 𝑎: [−1, 1], 𝑧&~	𝐸(𝑥&) ( 6.15 ) 

This method for constructing attribute vectors is known to suffer from correlations that may exist 

in the data (Larsen et al., 2016; White, 2016). One such example is the inherent correlation 

between geometry volume and area coverage. An initial effort to decouple the two attributes 

was made by constructing a balanced dataset through data replication, following White (White, 

2016). Table 6.3 shows how the area coverage means of the two subsets – containing geometries 

with low or high volume – were brought to similar levels following this process. 

Table 6.3 

 Initial volume 
mean 

Initial area 
coverage mean 

Balanced 
volume mean 

Balanced area 
coverage mean 

Low volume set 1037 0.37 1046 0.49 

High volume set 7511 0.49 7486 0.48 

 

Other correlations exist in the dataset as well. Notably, the boundary conditions affect the size 

of the optimized geometries. More specifically, the size of the building plot directly imposes area 

and volume constraints on the geometries during the dataset generation process. In addition, 

the number and height of the obstructions may bias optimization results toward larger or smaller 

geometries as well. As a result, sampling geometries of maximum and minimum volume from the 

whole training set creates subsets that are biased with respect to the boundary conditions. To 
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remove these biases from the resulting attribute vectors, the sampling process for the high and 

low volume subsets was updated to include an equal number of samples from each boundary 

condition. Finally, the updated subsets were balanced for area coverage using data replication.  

As a baseline, data space attribute vectors were also computed by following an equivalent 

process directly in the data space, without encoding the data. Equation ( 6.16 ) shows how sample 

xi is generated by directly applying data space attribute vector xattribute to the original sample x0. 

 𝑥" = 𝑥& + 𝑎 ∗ 𝑓.334"=<3- ∗ 	𝑥.334"=<3- , 𝑎: [−1, 1] ( 6.16 ) 

6.4.2. Gradient-based methods 

Another way to manipulate data samples in a goal-driven way is using gradient-based methods. 

No labels are required; however, the attributes of interest need to be able to be calculated in a 

differentiable way. From the three attributes of interest in this work (volume, area, radiation 

objective) only the volume (Equation ( 5.3 )) and an approximation of the area (Equation ( 5.4 )) 

can be derived using differentiable functions.  

Starting from a given data point xt (geometryt, obstructionst, plott) with a latent representation 

zt~E(xt), a new sample zt+1 can be obtained by taking one step in the direction of the attribute 

gradient in the latent space as shown in Equations ( 6.17 ) and ( 6.18 ) for volume and area 

modifications respectively. The sample xt+1 (geometryt+1, obstructionst+1, plott+1) is obtained by 

decoding zt+1. The terms fgradVol, fgradArea are normalizing factors. Larger modifications are achieved 

by taking multiple steps in the latent space in an iterative way. 

 𝑧3X? = 𝑧3 + 𝑓+4.1O)* ∗ ∇𝑉𝑜𝑙L𝐷(𝑧3)W ( 6.17 ) 
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 𝑧3X? = 𝑧3 + 𝑓+4.1O)* ∗ ∇𝐴𝑟𝑒𝑎L4)>L𝐷(𝑧3)W ( 6.18 ) 

During gradient-based geometry modification, a boundary condition constraint can be applied to 

ensure a latent space trajectory that corresponds to samples within the solution space of the 

original boundary condition. In addition, an area or volume constraint can be added for the 

volume-driven or area-driven modifications respectively, to encourage the decoupling of the two 

attributes. For example, Equation ( 6.17 ) takes the generalized form of Equation ( 6.19 ), where 

fvol, fbcConst, fareaConst are the weights for the volume, boundary condition difference, and area 

difference, and fgrad is a normalizing factor. 

 

𝑧3X? = 𝑧3 + 𝑓+4.1

∗ ∇ a𝑓M)* ∗ 𝑉𝑜𝑙L𝐷(𝑧3)W + 𝑓=(N)#/3 ∗ 𝐿=((𝐷(𝑧3), 𝑥&) + 𝑓.4-.N)#/3

∗ L𝐴𝑟𝑒𝑎L4)>(𝐷(𝑧3) − 𝐴𝑟𝑒𝑎L4)>(𝑥&)W
Cb	 

( 6.19 ) 

6.4.3. Evaluation 

This subsection presents examples and compares results of geometries generated using the goal-

driven geometry exploration methods presented above. Eight samples with unique boundary 

conditions were selected from the test set and their geometries were modified by applying all 

the above methods, regarding their volume, area, and solar gain performance. Figure 6.27, Figure 

6.29, and Figure 6.31 depict seven snapshots of their volume-, area-, and solar gain-driven 

modifications respectively. Figure 6.28, Figure 6.30, and Figure 6.32 visualize their respective 

boundary condition errors and geometry attribute evaluations. All performance evaluations were 
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performed using the original boundary conditions, regardless of potential boundary condition 

deviations in the modified samples. 

Figure 6.27 shows volume-driven modifications for a single sample from the test set. The first 

row is using the volume attribute vector calculated in the data space, as a baseline. While the 

total volume of the geometries does seem to monotonically increase from left to right, the 

generated geometries do not seem to follow the distribution of the dataset, with respect to their 

morphological characteristics. Geometries of increased volume are noisy, with tiny boxes added 

into the previously empty space. Geometries of decreased volume appear noisy and fragmented. 

In addition, the boundary conditions of the smaller geometries are significantly deviating from 

the original one. 

In contrast, all methods that operate in the latent space produce geometries that 

morphologically resemble the ones in the dataset, while also achieving a monotonically 

increasing volume from left to right. Rows 4 and 5, which are generated from latent space 

attribute vectors using evenly sampled boundary conditions, replicate the plot shape and 

obstructions of the original sample better than rows 2 and 3, which are generated from latent 

space vectors using the global minima and maxima of the dataset. In addition, row 5, which is 

generated using a volume vector balanced for area coverage, prioritizes modifications that 

change the volume without affecting the area. This is better illustrated in the first three columns, 

where boxes from the top level are preserved, achieving an almost constant area while changing 

the total volume of the geometry. Last, rows 6 and 7 are generated using gradient-based 

methods. Row 7 is using boundary condition and area constraints. The boundary condition 



 149 

constraint is visibly improving the replication of the plot shape for smaller geometries, compared 

to all other methods. 

 
Figure 6.27 Volume-driven modifications.  

Figure 6.28 quantifies how the volume, area, plot shape, and obstructions heightmap is affected 

when a volume-driven modification is applied to a base sample, using the several methods 

discussed above. For each method, the respective normalizing factors and number of iterations 
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have been tuned so that all methods produce geometries with approximately matching ranges 

of volume modifications. This is important to make comparisons possible.  

In general, the observations that were made for Figure 6.27 are supported by the quantitative 

results. More specifically, the attribute vectors that have been evenly sampled from all boundary 

conditions reduce the plot shape and obstruction replication errors compared to the attribute 

vectors that have been sampled globally. The overall boundary condition error is minimized using 

the gradient-based method with the relevant constraint, which is the only method to explicitly 

apply such a correction. 

When comparing the effect of volume modification to resulting area coverage, only small 

differences have been achieved. The best results come from the gradient-based method with 

area constraint for volume increase, and from the volume latent attribute vector, sampled by 

boundary condition and balanced by area, for volume reduction. The small effect size is expected 

due to the inherent interdependence of the two characteristics, as well as limitations related to 

the dataset. 
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Figure 6.28 Generated obstructions and plot shape error from the original samples X0. Area and volume 

difference of the generated samples from the base reconstruction D(Z0). 
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Figure 6.29 depicts 7 snapshots of area-driven modifications for a single test set sample, following 

the structure of Figure 6.27. Similar to the volume-driven modifications, the attribute vector 

computed in the data space fails to produce meaningful results. All methods that operate in the 

latent space produce geometries with reasonable morphologies and area coverage that changes 

as expected. 

Efforts to decouple area and volume attributes do not have a visible effect for geometries with 

reduced area from the base (rows 3, 5, 7). This is because the base geometries already occupy 

the full available height, which does not allow for a relative volume increase when the area is 

reduced. On the other hand, generated geometries for area coverage higher than the base tend 

to show a reduction of mass at their lower level in rows 3, 5, 7. This is the result of an effort to 

maintain the total volume constant, while the area increases. 
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Figure 6.29 Area-driven modifications.  

Figure 6.30 quantifies the effect of the area-driven modifications. It shows that the area latent 

space attribute vector achieves an almost constant volume for a small increase in the area 

coverage, which is also evident in the last columns of row 3 in Figure 6.29. However, this happens 

at the expense of boundary condition replication accuracy, as observed in the top two charts of 

Figure 6.30. The best overall performance is achieved by the latent space attribute vector evenly 
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sampled by boundary condition and balanced by volume, which has a low mean error for 

obstructions and plot shape reconstruction and increases the area coverage with a proportionally 

small change in the total volume. The gradient-based method with constraints has the best 

boundary condition reconstruction but is not as successful at maintaining a constant volume 

while the area coverage changes. 
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Figure 6.30 Generated obstructions and plot shape error from the original samples X0. Area and volume 

difference of the generated samples from the base reconstruction D(Z0). 
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Last, regarding the solar gain-driven geometry modifications, gradient-based methods could not 

be applied due to the lack of an appropriate differentiable function. Figure 6.31 shows that 

similar to the previous examples, the data space attribute vector is only adding noise without 

significant changes to the original geometry. Row 2 shows a correlation between volume and 

solar gain performance, while rows 2 and 3 show a strong correlation between boundary 

conditions (south obstructions) and solar gain. The latent space vectors evenly sampled across 

boundary conditions alleviate these problems, as shown in rows 4 and 5. The solar gain 

performance change for these geometries seems to target morphological characteristics, such as 

the overall proportions and the orientations of the individual boxes. 

 
Figure 6.31 Solar gain-driven modifications.  



 157 

Figure 6.32 confirms that the solar gain latent space attribute vectors have the expected effect 

on the solar gain performance of the resulting geometries. The only exception is the vector that 

has been globally sampled and balanced by volume, which does not have a significant effect on 

the solar gain. This provides evidence that the solar gain effect of the unbalanced globally 

sampled vector is driven solely by the size of the geometry. In addition, the disproportionately 

large effect of both globally sampled vectors on the boundary condition shows the limitations of 

this sampling method regarding correlated data attributes. 

On the other hand, both vectors that have been evenly sampled across boundary conditions 

minimize the obstructions and plot shape errors. They also achieve higher solar gain 

improvements, while keeping the volume changes at lower levels. 
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Figure 6.32 Generated obstructions and plot shape error from the original samples X0. Area, volume, and 

solar gain difference of the generated samples from the base reconstruction D(Z0). 
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7. Prototype 

This chapter describes a prototype developed to demonstrate how the introduced framework 

can be leveraged to assist the early form-finding process.  

The prototype takes the form of a design tool with its own 3d modeling environment. The tool 

suggests optimal geometries in response to the current site and any already designed forms. 

Building size constraints can be met by controlling the volume and area of the generated 

geometry. Last, the generated geometries can be exported for use with any 3d modeling 

software. 

The prototype is implemented using a client-server architecture. On the client-side, a web-based 

front end presents the designer with all the UI controls and implements a WebGL 3d-modeling 

environment. On the server-side, a python-based backend implements a Flask server and uses 

the trained VAE model with the introduced sampling methods to generate predictions based on 

the user inputs. 

7.1. Outline 

The interaction of the designer with the system is structured into three levels: generate, tune, 

and explore, outlined in Figure 7.1. During the generation phase, the designer first sets up the 

building site. Design preferences or constraints such as built and unbuilt areas may also be 

defined. Last, the designer selects the approximate size of the building. The system generates a 

geometry in response. During the tuning phase, the designer can control the compliance to the 

geometric and size constraints. Last, during the exploration phase, the designer can explore what 

the generated geometry would look like if it had a different volume, area, solar gain performance, 
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or morphology. The goal of this step is twofold. First, it can provide inspiration, challenge the 

defined constraints, and possibly help redefine some of the problem’s objectives. Second, it 

allows a glimpse into the structure of the underlying solution space landscape, helping the 

designer understand the tradeoffs between objectives as they have been encoded into the 

system. 

 
Figure 7.1 Outline of the prototype interaction in three steps: generate, tune, explore. 
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7.2. Processes 

This section gives a more detailed account of the prototype’s internal structure and the methods 

implemented to enable the behavior described above. The detailed outline is shown in Figure 

7.2. 
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Figure 7.2 Detailed outline of the prototype and the implemented methods. 
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The generate phase uses the pseudo-Gibbs sampling method to generate n samples; the current 

implementation uses n=8. The approximate size, controlled by a slider, defines the noise intensity 

for the random initialization of the pseudo-Gibbs sampling. In order to take into account the 

desired built and unbuilt areas, the corresponding grid cells are considered as observed data, 

together with the plot shape and obstructions, in Equation ( 6.2 ). Each of the n samples is 

initialized by sampling a normal distribution with a mean which depends on the selected 

approximate size, and pseudo-Gibbs sampling is performed for 5 iterations. Next, all generated 

geometries are simulated in the original boundary conditions using multi-processing, and the 

solution with the best solar gain performance is selected. The latent vector zgen is stored on the 

server and the decoded sample is rendered on the front end. 

The tuning phase uses gradient-based methods to meet the constraints using two loops with an 

optional resampling step in between. First, if further enforcement of the geometric constraints 

is necessary, Equation ( 7.1 ) is used. The error referring to the compliance of the generated 

geometry to the user-defined built area Lgeom is defined in Equation ( 6.14 ), and the error for the 

user-defined unbuilt Lvoid is defined in Equation ( 7.2 ). The number of iterations t, the step size 

α, weight factors for built and unbuilt areas fgeom and fvoid, as well as the weight factor for volume 

compliance of the generated geometry to the user-defined built, are all controlled by the user 

through sliders. In addition, to ensure that the generated solutions remain within the limits of 

the defined site, the boundary condition error Lbc is used, weighted by the factor fbcConst. The 

starting point z0 is defined as the latent representation zgen of the solution acquired during the 

generate phase. 
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𝑧3X? = 𝑧3 + 𝛼 ∗ ∇ �𝑓+-)! ∗ 𝐿+-)!(𝐷(𝑧), 𝑥&) + 𝑓M)"1 ∗ 𝐿M)"1(𝐷(𝑧), 𝑥0) + 𝑓M)*

∗ a𝑉𝑜𝑙L𝐷(𝑧3)W − 𝑉𝑜𝑙(𝑥&)b
C
+ 𝑓=(N)#/3 ∗ 𝐿=((𝐷(𝑧3), 𝑥&)� 

( 7.1 ) 

 

𝐿M)"1(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛, 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒)

= < L𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(<=)"1' − 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒(<=)"1'W
C

#N<=)"1/O)"1

"%?

 
( 7.2 ) 

When a high number of iterations is necessary to meet the geometric constraints, the generated 

solutions may appear noisy. Previous research has suggested that the latent space of generative 

models may contain zones that do not correspond to the data distribution of the training data 

(White, 2016). Therefore, if the resulting zt drifts away from the initial zgen, it may land in such a 

zone. To overcome this problem, an optional resampling step has been provided after the tuning 

of the geometric constraints, implemented as a VAE sampling using the iterative Autoencoder 

dynamics method. Previously generated geometries are considered as observed data, along with 

the plot shape and obstructions, same as with pseudo-Gibbs sampling. Both the smoothing factor 

h and the number of sampling steps t of Equation ( 6.4 ) can be controlled using sliders. 

Next, the volume and area coverage constraints can be satisfied by modifying the current 

geometry using another gradient descend loop, detailed in Equation ( 7.3 ). 

 𝑧3X? = 𝑧3 + 𝛼 ∗ ∇ a𝑓M)* ∗ 𝑉𝑜𝑙L𝐷(𝑧3)W + 𝑓.4-. ∗ 𝐴𝑟𝑒𝑎𝑃𝑟𝑜𝑗L𝐷(𝑧3)Wb ( 7.3 ) 

Last, during the explore phase, the resulting geometry is modified using latent space attribute 

vectors computed on the training set. Attribute vectors were balanced by boundary conditions 
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and other attributes as described in the previous chapter. More specifically, the volume vector 

was balanced by area, and the area, solar gain, and morphology vectors were balanced by 

volume. 

7.3. Environment 

Following the same design vocabulary used for the dataset generation, modeling is realized in a 

grid-based environment. The grid size and resolution are identical to the ones defined for the 

dataset to allow a one-to-one correspondence when interfacing with the predictive model. 

Therefore, on the ground level, a 7X7 grid defines a site of 35mX35m. The maximum building plot 

occupies the central 5X5 area of the grid, corresponding to a rectangle with a 25m side, making 

it suitable for typical small to medium buildings with residential, office, or commercial use.  

Figure 7.3 shows a screenshot of the prototype environment with the site grid in the center. Two 

panels frame the modeling area. On the left, the designer selects a system state, which enables 

modeling inputs of different types. On the right, a series of settings controlling the inference 

process are grouped in three stages: generate, tune, and explore. 

In the top right corner of the modeling environment, a panel displays information about the 

generated geometry. In detail, it displays the total volume of the cuboids, the area percentage of 

the building plot that is covered by the geometry, and the mean incident solar radiation intensity 

during the winter and summer periods. 
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Figure 7.3 Screenshot of the prototype. 

7.4. Workflow 

7.4.1. Generate 

The modeling state “site” allows the building plot to be created by adding or removing cells from 

the ground-level grid. The state “obstructions” allows the design of shading obstructions, 

representing the surroundings. Any cell from the ground-level grid not assigned as “site” can be 

extruded up to the maximum height of 25m to become a shading obstruction. Next, areas of 

desired built or unbuilt space can be defined by selecting the states “geometry” or “void”. In 

these states, geometric primitives can be inserted into any cell of the 3-dimensional grid that falls 

within the building plot. Built cells are represented with cuboids, while unbuilt cells are 

represented with spheres. Figure 7.4 shows an example of a building site extending along the 

North-West–South-East axis with surrounding buildings abstracted as shading obstructions on 

the South. Desired built and unbuilt areas have been defined as green and red, respectively. 
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Figure 7.4 User input example. The site has been specified. Desired built (green) and unbuilt (red) areas 

have been defined as well. 

Any change in the desired built-unbuilt geometries triggers a new geometry generation from the 

system, which is added to the modeling environment and rendered in white color. Various 

predictions can be acquired by repeatedly generating geometries in the “predict” state. Figure 

7.5 shows four different geometries that were generated using the setting of Figure 7.4. In the 

left column, the generated geometries comply with all the geometric constraints, as they occupy 

all the desired built areas (green) and do not occupy any of the desired unbuilt areas (red). On 

the top right, some of the built constraints have not been fulfilled and on the bottom right, some 

of the unbuilt constraints have been violated.  
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Figure 7.5 Examples of geometry generation based on the specified site, built, and unbuilt constraints. 

7.4.2. Tune 

The compliance of the generated geometry with the geometric constraints can be further 

enforced in the tuning phase. Figure 7.6 Top shows an example where the initially generated 

geometry only partially complies with the built constraints. In Figure 7.6 Bottom, the geometry 

is tuned to cover the whole area that the user has defined as built. The change is happening by 

navigating the latent space of the trained VAE. As a result, the updated geometry not only 

changes in response to the constraints, but additional mass has been placed on the highest level 

of the southeast corner. This can be interpreted as an effort to balance the adverse effect of the 
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newly satisfied constraints on the solar gain performance. In specific, the cuboids in the 

northwest corner that were added because of the user-defined geometric constraints are shaded 

by the already existing cuboids (tower shape). In the winter-dominated climate of Boston, this 

reduces the total building’s solar gain performance. In contrast, the cuboids that were generated 

in the southeast corner simultaneously with the constraint satisfaction are fully exposed from 

the south, which increases the building’s solar gain performance. 

 
Figure 7.6 Tuning the ‘built’ geometric constraints. 

Likewise, Figure 7.7 shows how a generated geometry was tuned to comply with the unbuilt 

constraints that were initially violated. In this example, the mass that was removed from the area 
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marked as unbuilt was moved on top of the existing tower formation, maintaining the total 

building size approximately the same. 

 
Figure 7.7 Tuning the ‘unbuilt’ geometric constraints. 

Next, an optional geometry resampling step can be applied. This may be necessary in some edge 

cases when the enforcement of the geometric constraints results in a generated geometry that 

appears noisy. Two sliders control the number of iterative samples and the degree of change for 

each sampling step. Figure 7.8 shows such an example where, after resampling, the scattered 

volumes along the west border (Top) have been replaced by a tower formation in the northwest 

corner (Center and Bottom). 
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Figure 7.8 Geometry resampling. 

At this stage, the geometry can be further tuned to comply with size-related constraints. The 

initial size selection during the generation phase acts as a rough, first estimate of the generated 
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geometry’s size. Here, volume and area coverage can be individually controlled with a higher 

level of precision. 

Figure 7.9 shows an example where the initially generated geometry’s volume was modified to 

match the desired building size. After controlling the volume modification slider, the system 

responded with a geometry where the existing cuboids have been scaled up, and additional 

cuboids have extended the geometry to more floor levels. Notably, an almost doubling of the 

volume (from 1129m3 to 2012m3) only led to a 9% change in the area coverage, which 

demonstrates how the volume and area modifiers have been decoupled. The solar gain 

performance has also been kept at similar levels (4% difference for winter and 6% difference for 

summer), showing that the underlying methods successfully allow geometry modifications 

without performance loss. 
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Figure 7.9 Tuning the generated geometry’s volume. 

Figure 7.10 shows a different example where the goal was to reduce the area coverage. The initial 

geometry’s area coverage of 37% was reduced to 30%, while the volume remained at similar 

levels (from 1875m3 to 1772m3). In response to a change in the area modification slider, the 

system removed the northwest section of the geometry which contributed a significant amount 

to the area coverage but a smaller percentage to the volume. Then, a change to the volume slider 

caused the remaining cuboids to slightly expand, compensating for the volume loss from the first 

step. 
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Figure 7.10 Tuning the generated geometry’s area coverage. 

7.4.3. Explore 

Last, to better understand the system’s responses and the landscape of optimally performing 

geometries, the designer can explore what an optimal geometry would look like if various 

attributes were maximized or minimized. The set of attributes that can be explored consists of 

the volume, area coverage, solar gain performance, and the morphology-related metric defined 

in Equation ( 4.14 ). Figure 7.11 - Figure 7.14 show examples where a base geometry (Center), is 

modified to minimize (Top) or maximize (Bottom) each of the attributes. No constraints are taken 

into account in this process, other than the building site. 
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Figure 7.11 illustrates how minimizing the base geometry volume starts by removing mass from 

the lower levels of the building. First, this allows the area coverage to remain almost constant. 

Second, the higher levels of the building are less likely to be shaded, so keeping them as part of 

the building geometry ensures a good solar gain performance. 
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Figure 7.11 Volume exploration. 

Figure 7.12 shows the effect of modifying the area coverage, using the same base geometry. An 

increase in the area coverage results in the addition of mass at the maximum allowed height of 

the building plot. Similar to the previous example but inversely, the horizontal expansion affects 
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the area coverage with small volume modifications, while the building geometry at the higher 

levels ensures good solar gain performance. 

 
Figure 7.12 Area exploration. 
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Figure 7.13 shows how a better solar gain performance is achieved when the building mass is 

distributed in the building plot to avoid the shaded areas (Bottom), in contrast to more 

monolithic formations (Top). 

 
Figure 7.13 Solar gain exploration. 
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Figure 7.14 shows a range of solutions with different morphologies that can be obtained for the 

current site. A geometry with a lower entropy – i.e., the evaluation of Equation ( 4.14 ) – is shown 

on the top, and a geometry with a higher entropy on the bottom.  

 
Figure 7.14 Morphology exploration. 
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7.4.4. Export 

When the designer is satisfied with the generated solution’s form and performance, the 

geometry can be exported for further development in any common 3d modeling software, as 

shown for example in Figure 7.15. 

 
Figure 7.15 Example of a generated geometry in the prototype (Top), and after it has been imported to 

Rhino (Bottom). 

7.5. Conclusion 

This chapter demonstrates the applicability of the method that was developed. It 

illustrates how the trained model and the sampling techniques can be integrated within a 

design tool. 
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8. Conclusions 

This thesis introduced a framework for responsive, intuitive, and comprehensible performance-

driven design assistance for the early design phase. Using the case study of solar gain, it 

demonstrated how to generate synthetic data of optimal building geometries, and how to model 

the dataset distribution using a generative neural network. Then, it demonstrated how to use 

this generative model to solve the problems of optimal geometry generation and geometry 

modification driven by geometric or performance goals. Last, it tested the overall framework 

through a prototype that interactively generates optimally performing geometries in response to 

the designer’s inputs of the building site, geometric form, and building constraints.  

The framework has the capacity to meet the objective of responsiveness. The designer can 

interact with the generated solutions both by means of geometric modeling and by updating 

quantitative constraints. The interaction happens in real time, or with a few seconds of delay 

when iterative methods are used for a large number of repetitions. 

In addition, the prototype illustrates how the framework enables low-effort, intuitive interaction. 

Given a performance goal, such as optimal solar gain, there is no required setup to start using 

the system. All interaction, including site setup and geometric preferences, is supported within 

the modeling environment. Quantitative constraints can be applied using simple controls. The 

results are generated in the form of ready-to-use geometries, which can be exported to other 

CAD software for further development. 
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Last, the real-time interaction and the goal and performance-driven geometry modifications have 

the capacity to allow the designer to explore the solution space in ways that promote an 

understanding of cause and effect between the site, geometry, constraints, and performance 

objectives. 

In sum, to enable the suggested framework, this thesis presented the following contributions: 

• A building geometry parametrization using orientable cuboids. 

• Site and constraints sampling strategies for synthetic data generation using optimization. 

• A performance-aware VAE for building geometries. 

• A set of methods for constrained sampling of generative models. 

• A set of methods for goal-driven navigation of a generative model’s latent space. 

8.1. High-level error terms 

This work proposed the use of aggregate, building performance-related error terms in the loss 

function of a VAE. Such error functions are specific to the interpretation of the data as building 

geometries and can thus be seen as high-level formulations in contrast to representation agnostic 

vector metrics or probability functions. 

 These error terms were used in conjunction with a more typical, elementwise error, to better 

represent the difference between the input and reconstructed geometries. Proper weighting of 

the error terms is important to ensure accurate reconstructions. If the aggregate, performance-

related terms are weighted too high, the morphology of the reconstructions may significantly 

deviate from the inputs. Inversely, if the performance terms are weighted too low, their effect is 

minimized, and the performance of the reconstructions may deviate from that of the inputs.  
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An interesting question that rises is how the introduction of an aggregate, morphology related 

error could contribute, and whether it would be able to substitute the elementwise error. The 

introduced framework works with synthetic data, whose geometric morphology has been 

constrained through base functions and further controlled by penalizing custom metrics. 

Therefore, a similar set of morphology metrics could also make its appearance in the 

reconstruction error of the VAE. Given the synthetic nature of the dataset and the stochasticity 

of the optimization process that generated it, a compliance to aggregate, morphology metrics 

may be a better measure of the reconstructed geometries’ quality than an elementwise error. 

8.2. Latent space structure 

When random samples from the latent space were evaluated, a small percentage of them did 

not have optimal performance (6.1 Generative Model Samples). In addition, when the latent 

space was sampled with site constraints, using the pseudo-Gibbs and AE dynamics methods, the 

constraint error was minimized before the geometries converged, and before they achieved the 

highest performance (Figure 6.7 and Figure 6.10). Last, when latent space interpolation was 

performed between samples retrieved with only 1 or 5 pseudo-Gibbs iterations, the generated 

morphologies were not always consistent with the dataset (6.2 Comparison: Morphology). These 

observations highlight that the learned data distribution does not uniformly occupy all areas of 

the latent space. This is consistent with prior literature on latent spaces of generative models, 

which also observed the existence of ‘dead zones’  (White, 2016). 

The site-constrained methods that involve iterative reconstructions (pseudo-Gibbs, AE dynamics) 

navigate away from such empty zones by converging to areas of higher probability. Experimental 

results regarding the generated geometries’ performance and morphology suggest that gradient-
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based methods (latent space optimization with or without volume constraint) navigate away 

from such areas as well. However, as the constraints become stricter (e.g. higher factor for 

volume error) or their number increases (e.g. an additional constraint of a user-defined 

geometry), the appearance of noisy geometries suggests that the generated samples begin to 

deviate from the learned distribution. In the prototype, this issue was resolved by resampling the 

solution using iterative AE dynamics. The creation of a tighter-packed latent space would be 

another way to alleviate this problem. 

8.3. Synthetic dataset 

Regarding the goal-driven manipulation of geometries, both the attribute vectors and the 

gradient-following functions achieved a limited disentangling of the volume and the area 

coverage. In addition, efforts to control the height of the generated geometries were not 

successful. The limitation does not lie with the methods themselves, but rather with the training 

dataset. Dataset v2.6, which was used in this experiment, was generated without any kind of 

height regulation of the optimized geometries, other than the maximum height limitation 

dictated by the grid size. Therefore, the generated geometries populated the 3d grid starting 

from the highest levels, which typically maximizes the solar gain performance. The majority of 

the dataset geometries include tower-shaped forms, which almost uniformly occupy whole 

columns of the grid. As a result, there is minimal variability in the geometry heights of the dataset, 

and high interdependency between the cover area and volume. 

The addition of a height constraint to the optimization process, a constructability objective, or a 

well-tuned height penalty, similar to the areaheight penalty used in dataset v2.01, would resolve 

both problems.  
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8.4. Layout and angle optimization 

At different stages of this work, it was observed that the effect of the cuboids angle parameters 

was disproportionally small compared to the effect of the scaling parameters. To further improve 

the solar gain performance and morphologic consistency of both the layout and the geometric 

elements’ orientation during the optimization process as well as during the generative model 

sampling, further work could consider a multi-stage approach. The scaling parameters, which 

dictate the layout, would be optimized first, with orientation angles following, as a separate 

process. 

8.5. Generalizability 

This work focused on generating geometries with optimal passive solar gain performance. 

However, the suggested framework can be applied with various types of building performance 

that are substantially affected by the building’s geometric form. In addition, the system of 

transformable cuboids creates closed mesh geometries which would be compatible with a wide 

range of simulations (e.g. thermal simulations). 

The framework can also support the use of multiple building performance objectives. This work 

reformulated the volume and area constraints as objectives of a multi-objective optimization 

problem and thus demonstrated how objective tradeoffs are handled during the optimization, as 

well as during the generative model sampling and the goal-driven geometry modification. 

Therefore, additional building performance objectives can easily be inserted and handled using 

the existing methodology. 

This work introduced a general-use design tool for handling a wide range of building sites in 

Boston. On the other hand, the interactivity and responsiveness offered by the framework may 
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also be leveraged for design assistance in one-off problems. In the case of a large, high-stakes 

project, the framework can be adjusted and applied on a single site with increased granularity of 

the design space (e.g., higher resolution of the cuboids grid), to help designers better navigate 

an exhaustive space of high-performing solutions.  

8.6. Future Work 

The definition of the building sites in this work has been limited regarding the site sizes and 

resolution, as well as surrounding buildings arrangement, due to time constraints. Future work 

may consider a wider range of sizes in a higher resolution, for both the plot shape and the building 

geometry grid. In addition, GIS data can be used to sample location-specific, real-world 

distributions of building sites. 

Given a dataset that includes sites from multiple locations, the generative model may also be 

extended to condition the generated geometries on the location of the building site. 

Additional variability in the dataset regarding multiple locations, building performance goals, and 

better building-height control may introduce challenges for the generative model. Prior research 

on latent space disentanglement can be used to better structure the learned latent space. Last, 

the addition of an adversarial objective may also be explored to better handle geometries of high 

resolution.  
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10. Appendix 

A. Simulator Validation 

Figure 10.1 shows the total incident radiation during cooling and heating periods for 400 

procedurally generated geometries using the Surfels representation. Simulations performed 

using the custom solar radiation module are compared against simulations using Ladybug. 

Results from the two simulators are always very close to each other.  

 
Figure 10.1 Ladybug simulations vs custom module simulations. 

B. Boolean Union Effect 

The performance of geometries optimized without applying a Boolean union operation to the 

cuboids (dataset v2) is compared to that of geometries optimized with the union operation 

(v2.01).  Optimized geometries from dataset v2 were post-processed by applying the union 

operation and their performance was simulated again. Figure 10.2 and Figure 10.3 show 

examples of the optimized geometries’ performance distribution for 8 different sites. In some 
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cases data from v2.01 form a better Pareto front than data from v2.0; however, in most cases 

the performance distributions appear very similar.  

Figure 10.4 compares the hypervolumes of the Pareto sets from the two datasets with respect to 

the solar gain, volume, and area objectives. Dataset v2.01 does not appear to have a strong 

advantage over dataset v2. However, this may partially be due to the use of an additional 

objective (areaheight) in dataset v2.01. In this work the process without the Boolean union was 

selected because of the disproportionate computational cost of the union operation compared 

to its unclear building performance advantage. 
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Figure 10.2 Examples of performance distribution for geometries optimized with and without merging 

the cuboids through the Boolean union operation. 
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Figure 10.3 Examples of performance distribution for geometries optimized with and without merging 

the cuboids through the Boolean union operation. 
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C. Aggregate performance loss 

To better visualize the effect of aggregate error terms in the loss function of the VAE, a simple 

experiment was performed using the MNIST dataset. In analogy to the cuboids geometry 

representation, the MNIST dataset was interpreted as shapes made out of square elements, 

where a pixel brightness corresponds to the size (side length) of a square element. The analogous 

‘performance’ terms to the volume and cover area of the cuboid geometries were formulated as 

the total area of the squares, and their projection length on the X-axis. Similar to the threshold 

applied at the cuboids, smaller elements (v < 0.2) were filtered out during the calculation of the 

area and projection. 

The dataset was resampled to a resolution of 16X16, and a VAE model was created with an 

encoder using two convolutional layers (16 filters, kernel size 3, stride 1, followed by 32 filters, 

kernel size 3, stride 2) and a fully connected layer, and a mirrored decoder. A ReLu activation was 

used for all layers except for the final one which used a sigmoid. A latent space of 8 dimensions 

was used. 

The baseline reconstruction error was defined as the regularized cross entropy (corresponding 

to the log loss of a continuous Bernoulli distribution). The projection and the total area errors 

were calculated as the squared difference of the respective total quantities. All models were 

trained for 50 iterations using the Adam optimizer with learning rate = 1e-4. 

Figure 10.5 and Figure 10.6 visualize 8 test set samples and their reconstructions from VAE 

models that were trained using different combinations of reconstruction error terms. In Figure 

10.5 the projection and area errors have been weighted too high. Reconstructions from the 
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model that used the projection error appear to better match the total width of the original shapes 

comparing to reconstructions that only used the baseline error. However, the distribution of 

mass along the Y-axis may deviate from the ground truth. For example, the shape in the third 

row-third column matches the width of the ground truth more accurately than the baseline 

reconstruction, but this happens at the expense of the total shape similarity. In other cases, such 

as in row 5, a different, but not less accurate, reconstruction than the baseline was produced. 

Last, in row 7, the introduction of the projection term led to an overall more similar shape to the 

ground truth, than the one produced by the baseline. A similar pattern can be observed with the 

introduction of the area error term, as well as the combination of all three errors (columns 4 and 

5). 

On the other hand, the weighting of the projection and area terms have been fine-tuned in the 

VAE models used in Figure 10.6. As a result, the various combinations not only improve the 

respective metrics, but also the overall similarity of the reconstructed shapes to the ground truth. 

Rows 5 and 7 are notable examples, where the baseline reconstruction was very far from the 

ground truth, but the addition of the aggregate error terms significantly improved the resulting 

shape similarity. Row 8 is another interesting example, where each of the partial errors achieved 

a decent reconstruction, but the final combination produces the best result. 
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Figure 10.5 Test set samples and reconstructions using different VAE models. Reconstruction error terms 

not properly weighted. 



 207 

 
Figure 10.6 Test set samples and reconstructions using different VAE models. Reconstruction error terms 

have been fine-tuned. 


