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Abstract

Estimating punching shear capacity (PSC) of steel fibre reinforced concrete slabs (SFRCS) is a crucial task in structural
design. This study investigates the performances of artificial neural networks trained by the adaptive moment estimation
(Adam) method in dealing with the task of interest. To alleviate overfitting problem, decoupled weight decay (AdamW)
and L regularization (AdamL.,) are used. A dataset including 140 samples has been used to train and verify the machine
learning approaches. In terms of root mean square error (RMSE), Experimental results including 20 independent runs
point out that predictive performances of the AdamW (RMSE = 30.60) and AdamL, (RMSE = 31.74) are better than
that of the Adam (RMSE = 36.62). However, performance of a combination of AdamW and AdamL, (RMSE = 32.31)
is worse than those obtained from the individual AdamW and AdamL..

Keywords: Punching shear capacity; steel fibre-reinforced concrete slabs; artificial neural network; adaptive moment
estimation; weight decay; L, regularization.

Tom tit

U'ec tinh kha nang chiu cat choc thung (PSC) ciia tim bé tong cdt soi thép (SFRCS) 1a mot nhiém vu quan trong trong
thiét ké két ciu. Nghién ctru nay khao sat cac mod hinh mang no-ron nhén tao dugc huén luyén boi thuat toan Adam
trong tinh toan PSC ciia SFRCS. Dé han ché van dé qua khop trong qua trinh huin luyén, phuong phap AdamW va
AdamL. da duoc str dung. Mot tap dir liéu bao gdm 140 miu da dugc str dung dé dao tao va kiém ching cac phuong
phap hoc may. Xét vé chi s RMSE, két qua thi nghiém bao gdm 20 1an chay doc 1ap chi ra ring kha ning du doan cua
md hinh AdamW (RMSE = 30,60) va AdamL2 (RMSE = 31,74) t6t hon so véi Adam (RMSE = 36,62). Tuy nhién, do
chinh x4c mot mo hinh két hop giita AdamW va AdamL, (RMSE = 32,31) lai kém hon cdc md hinh AdamW va
AdamL..

Tuwr khoa: Kha nang chiu cit choc thing; tAm bé tong cbt soi thép; mang ludi than kinh nhan tao; Adam; su phén ra trong
sO; chuan hoa L.
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1. Introduction

In civil engineering, reinforced concrete flat
slabs are structural elements found in many
types of structures such as parking stations,
office blocks, and residential buildings [1-3].
Flat slabs offer various advantages including
the ease of formwork installation/removal,
reduced works in rebar installation, enhanced
architectural features, and reduction of story
height [4-6]. In recent year, steel fibers have
been increasingly used in concrete flat slabs
because this type of reinforcement can help
improving the PSC [7-10]. Nevertheless,
estimating the PSC of SFRCS based on existing
experimental data remains a challenging task
and various formula-based methods cannot
deliver satisfactory outcomes [1, 6, 11].

This study investigates data-driven methods
for predicting the PSC of SFRCS based on
ANN models trained by the state-of-the-art
Adam method [12, 13]. The ANN has been
selected in this study due to its excellent
capability of modeling nonlinear and
multivariate data [14-18]. The Adam has also
been demonstrated to be effective in optimizing
various machine learning models [19, 20]. In
addition, the two approaches of AdamW [21]
and L. regularization [22] are employed for
overfitting mitigation. Six influencing factors
including the slab depth (X1), effective depth of
the slab (X2), length or radius of the loading
pad or column (Xs), compressive strength of
concrete (X4), the reinforcement ratio (Xs), and
the fibre volume (Xs) are taken into account. In
addition, a dataset including 140 experimental
tests compiled in [6] has been used to train and
verify the data-driven approaches. To evaluate
predictive capability of each ANN model
trained by the Adam, AdamW, AdamL,, and
the integration of AdamW and AdamL2
(denoted as AdamW-L>), this study relies on
experimental results obtained from 20
independent runs.

2. Methodology
2.1. Artificial neural network regression (ANNR)

ANNR, as a powerful nonlinear function
estimator, is widely used in civil engineering
[18, 23-28]. An ANNR model is known for its
capability of mimicking the information
processing and knowledge generalization in
human brain. The advantage of this model lies in
its interconnected network of individual neurons.
This network provides means of universal
learning of ANNR [29]. Put it differently, an
ANNR model with a sufficient number of
neurons in its hidden layer can approximate any
known function with arbitrary accuracy.

To fit a dataset, an ANNR model is trained
with a set of feature vectors and their
corresponding target outputs. A training
algorithm is used to identify a suitable set of
this model’s parameters including the weight
matrix of the hidden layer (Wi), the weight
matrix of the output layer (W-), the bias vector
of the hidden layer (b1), and the bias vector of
the output layer (b2). The framework of error
backpropagation is used to gradually update
those model’s parameters [30]. In case an
ANNR is used for predicting the punching
shear capacity of steel fibre reinforced concrete
slabs, the Mean Square Error (MSE) loss
function is often used. In addition, to deal with
the problem of nonlinear functional mapping,
the sigmoid function is often used [31] as an
activation function for an ANNR model.

2.2. Adaptive moment estimation (Adam) method

Adam, put forward in [12], is a popular
method  for  first-order  gradient-based
optimization of stochastic objective functions.
Adam is recognized as an extension of the
commonly used stochastic gradient descent
used to train ANNR models via an iterative
weight updating process [32]. Adam utilizes
information attained from the average of the
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second moments of the gradients. In greater
detail, this method computes an exponential
moving average of the gradient and the square
gradient. Furthermore, a set of parameters (f1 -
and S2 ) is employed to determine the decay
rates of these moving averages [32]. Generally,
to train an ANNR model used for predicting the
punching shear capacity of steel fibre
reinforced concrete slabs, the following steps
are implemented:

(i) Calculate gradient gt

(if) Revise the biased first and second raw
moment estimates

(iii) Calculate the bias-corrected moment
estimates

(iv) Update the optimized parameters

Furthermore, to deal with overfitting issue,
the L regularization [22] and decoupled weight
decay (AdamW) [21] can be employed. In case
the L2 regularization is applied, the equation
used for calculating the gradient is as follows:

gt = VH ft (et—l) + let_l (1)

In case the AdamW is used, model
parameters are updated as follows:

s

Table 1. Experimental results
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where M. is bias-corrected first moment
estimate.; V,is bias-corrected second moment
estimate; « = 0.001 and ¢ = 10°® are the
parameters of the Adam optimizer; Aand @
are the tuning parameters of the Lo
regularization and AdamW method,
respectively.

3. Experimental result and comparison

In this section, the models of AdamW,
AdamL2, and AdamW-L, are trained and
validated by a dataset containing 6 influencing
factors and 140 samples. The factors are of the
slab depth (X1), effective depth of the slab (X2),
length or radius of the loading pad or column
(X3), compressive strength of concrete (Xa), the
reinforcement ratio (Xs), and the fibre volume
(Xe). The ANN models trained by of AdamW,
AdamL2, and AdamW-L, are developed in
Visual C# by the author. Via several trial and
error runs, the number of neurons in the hidden
layer of those ANN models is set to be 10. In
addition, the step size a used in the Adam
optimizer is 0.001; exponential decay rates f1
and f» are 0.9 and 0.9999, respectively. The
parameters of 4 and @ are 0.001 and 0.0001,
respectively.

. Adam AdamW AdamL, AdamW-L,
Phase Indices

Mean Std Mean Std Mean Std Mean  Std
Training RMSE 24.72 5.89 24.22 354 2503 339 2758 236
MAE 18.83 4.43 18.52 293 1883 248 21.04 187
MAPE (%)  9.37 1.92 8.94 1.65 875 135 979 118
R? 0.94 0.03 0.95 0.02 094 002 093 0.01
Testing RMSE 36.62 10.04 30.60 793 3174 829 3231 7.34
MAE 27.27 7.76 23.32 6.17 2489 6.77 2476 5.45
MAPE (%) 13.44 4.86 12.04 357 1076 174 1097 1.84
R? 0.86 0.09 0.89 0.06 090 004 088 0.06
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In addition, a repetitive random subsampling
including 20 training and testing times has been
used for model assessment. In each run, 90% of
the data is used for model training and 10% of
the data is used for model testing. The indices
of RMSE, the mean absolute percentage error
(MAPE), the mean absolute error (MAE), and
the coefficient of determination (R?) are
employed to quantify the model predictive
performance. The model prediction results are
reported in Table 1. It is observable that the
implementation of AdamW has yielded the
most desired performance. The AdamW,
AdamL., and the hybrid AdamW-L. are better
than the Adam. However, the implementations
of AdamW, AdamL. separately deem to be
better than the utilization of the AdamW-L..
Therefore, the ANN model trained by the
AdamW optimizer is recommended for
performing the task of interest.

4. Conclusion

This study has constructed ANN models
used for predicting PSC of SFRCS. The models
are trained by the Adam optimizer with the help
of the decoupled weight decay (AdamW) and
L. regularization (AdamL>). The
implementations of AdamW and AdamL. aim
at alleviating model overfitting. A dataset
including 140 samples and 6 predicting
variables has been used to train and verify the
machine learning approaches. The research
finding is that predictive performances of the
AdamW and AdamL. are better than that of the
Adam. Nevertheless, performance of the
AdamW-L; is worse than those attained from
the individual AdamW and AdamL..
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